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EXECUTIVE SUMMARY

Early Resultsand Fields Tests of an Information Monitoring and Diagnostic System for
Commercial Buildings: Phase 2 Project Report

Large commercia buildings generaly do not operate at optimal levels of energy efficiency.
Performance monitoring projects have shown whole-building energy savings of 20% or more
through improved operation and maintenance (O&M) practices. The opportunity for O&M
savings is related to many problems, such as the lack of initial commissioning and the lack of
feedback available from controls systems on the performance of building systems and
components. Even greater energy savings can be achieved with aggressive retrofits.

This report discusses Phase 2 of a multi-year, multi-institutional project to develop and
demonstrate an Information Monitoring and Diagnostics System (IMDS). The first phase of
the project was a detailed scoping study which included identifying both a group of innovative
property managers for collaboration and their most important O&M problems. The key problem
we identified is that building operators lack good information on major building systems.
Phase 1 concluded that information tools currently in use in these buildings limit building
managers ability to assess their O& M practices in a comprehensive manner. We found systemic
problems associated with the lack of feedback available from current Energy Management and
Control Systems (EMCS). Today’s EMCSs are designed for control, with extremely limited
capabilitiesin sensing, archiving, data analysis, diagnostics, and data visualization.

Based on Phase 1 we defined the following objectives for the remainder of the project:

* To save 15% of the energy used in a large commercia building by applying sophisticated
monitoring and data visualization techniques, with generalized rules to identify and correct
problems in various building system, and

* Todevelop diagnostic tools and data sets which create a specification for a diagnostics system.

Phase 2 has involved recruiting a building operator and a site for the initial IMDS demonstration,
specifying the exact equipment, and installing the system. We collected historical energy use data
and developed a baseline model to evaluate changes in energy use that we think will result from
use of the IMDS. The system is designed to address common O&M problems and the needs of
office building owners and property managers. The IMDS includes 90 points of whole-building,
cooling plant, and related data, plus a set of standard diagnostics plots to evaluate key performance
metrics and curves. Unique features of the project are (1) sophisticated building operators and
engineers as users, (2) permanent installation, (3) high-quality sensing, (4) high-frequency data
archives, and (5) top-down design (i.e., whole building, system, and component data). The system
does not provide control functions. This report reviews the early results from the IMDS
demonstration; key accomplishments and findings are as follows:

* Working With and Understanding Technology Innovators - We successfully recruited one
of Cadifornia's key third-party property mangers who is a technica innovator, following
Participant Action Research (PAR) concepts. The prototype IMDS is installed in a 100,000
sgft office building in San Francisco, which houses the company’s main office. This
innovative manager is responsible for over 5,000,000 sgft of commercial property in
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California. He has been extremely enthusiastic about the IMDS and the initial response has
been excellent.

Information Monitoring and Diagnostic System Description — The IMDS monitors 57
physical and 28 calculated points that cover whole-building electricity use, cooling system
measurements, weather, and additional points. The purpose of the system is to offer
sophisticated data analysis and visualization tools, plus standard plots and methods to evaluate
energy savings opportunities and energy performance data. The data are collected and stored
each minute, and available to remote researchers in real-time using the Internet. A partial
implementation of the system is available to the public over the web. A detailed analysis of
sensor accuracy is included in the report to demonstrate the robustness of laboratory quality
measurements installed to minimize uncertainties regarding measured results.  Chiller
efficiency is accurate to 0.01 kW/ton, or about 1% of typical part-load efficiency.

Building Performance and IMDS Findings — Several years of historical energy data and
more recent half-hour data have been compiled and analyzed to develop a baseline against
which to evaluate any energy savings that result from the use of the IMDS. The building uses
about 90 kBtu/sgft-yr (electricity plus steam, in site units), which is typical for its size, type,
and vintage. Seven key findings from the first few days of monitoring demonstrate the
presence of typical problems in building operations. Chiller problems include a start-up peak
that could have caused a magjor chiller failure, and back flow that reduces chiller efficiency and
brings on the second chiller prematurely. Cooling tower problems include cycling and
underutilization of the tower capacity. Pumping problems include flow levels both above (on
the evaporator side) and below (on the condenser side) optimal conditions, and a high pressure
drop on the condenser side. Severa additional opportunities for operational improvements
have been identified.

Automation of Diagnostics — A critical part of the project is the research on automation of
diagnostics, which is important given the large data sets and complex system performance. It
is difficult for operations staff to review such extensive data. Progress on a fuzzy logic
diagnostics system includes a framework to mimic expert search patterns the standard plots to
identify key energy performance maps.

Economic and Market Perspectives —The prototype IMDS cost is about $1/sgft, which
includes the hardware, software, ISDN line, and installation. With a goal of about $0.30/sqft
savings, we expect a payback time about 3 years. We expect the first cost to be reduced as the
technology matures. Furthermore, the non-energy benefits often seen as the primary drivers
for such technology, may well exceed the energy savings. One of the main non-energy
benefits is improvement in operations that will lengthen equipment life.  Comfort
improvements and reduced maintenance costs are also expected, and will be tracked in Phase
3. Full-scale implementation of such technology in large Californian office buildings could
result in 3 GWh/yr of savings (in electricity), worth about $300 M/yr statewide, plus additional
peak demand savings. We will continue to present these results to interested potential service
providers such as utilities, Energy Service Companies, and equipment manufacturers. The
IMDS should help ensure that building energy performance objectives, defined during design
and retrofit activities, are met or updated. We expect that many of the measurement
techniques, data archival systems, remote access, and analysis can be incorporated directly into
EMCS technology over time.



Phase 3, beginning in late summer of 1998, will include a detailed analysis of the use of the IMDS
a the pilot site, including a review of the costs and benefits, plus further analysis of each of the
areas described.
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SECTION 1. PROJECT OVERVIEW

I ntroduction

Buildings generally do not perform as well in practice as anticipated during the design stage.
There are many reasons for this, including improper equipment selection and installation errors,
the lack of rigorous commissioning, improper maintenance, and poor feedback on ongoing
performance, including energy performance. Literature on related building case studies suggest
that virtually all buildings have some sort of O&M problems, and the vast majority of buildings
are not carefully commissioned (Claridge et al. 1994; Piette et al. 1994; Piette et a. 1996). Similar
case studies indicate that careful review of hourly end-use and whole-building energy performance
data can result in savings equivalent to about 15 percent of annual operating costs (Herzog and
Lavine 1992; Claridge et al. 1994). These savings are much greater (up to 50 percent) in some
cases (Liu et a. 1997).

This report summarizes results from the development and early field testing of an Information
Monitoring and Diagnostic System (IMDS). The project was conceived to develop and introduce
state-of-the-art information technology in buildings in order to enhance substantialy building
energy performance by continuously improving operations and maintenance (O&M). The
research is being conducted by an interdisciplinary team to assess the current state of technology,
develop a performance monitoring and diagnosis capability, and test it in real buildings. The
system is being designed to improve operations in large Class A commercia office buildings.
Class A buildings are the most prestigious buildings in a particular market, with above-average
rents, high-quality finishes, state-of-the-art systems, exceptional accessibility, and a definite
market presence. Large property management companies usually manage these buildings. There
are potential “innovators and early adopters’ among these companies, who have been identified
for demonstration of the IMDS. Another reason to focus on large office buildings (more than
30,000 sguare feet) is that they are the largest segment of the sector, accounting for 22% of the
total electricity use in commercial buildings (Caifornia Energy Commission, 1998). This is
equivalent to over 21 BkWh/year (site electricity usein 1996).

Project Phases

This report summarizes results from the project’s second phase. Phase 1, reported in Sebald and
Piette (1997), included a detailed scoping study, market assessment, and technology evaluation.
The Phase 1 market assessment activities included in-depth interviews with six technical managers
who are responsible for building operations, and had been identified as among the most
sophisticated in California. These interviews included a review of their perceptions of operations
and maintenance problems with all major building systems, including controls. The interviews
were based on an extensive, 50-page questionnaire designed to tabulate O&M problems and
characterize building owners’ and operators experiences with diagnostic and control technologies.
We sought to identify their most important O& M problems.

Instead of generating these kinds of seemingly straightforward results, the underlying problem
turned out to be more complex. The difficulty with identifying common O&M problems is that
reports of these problems tend to be anecdotal rather than statistically based. Instead of
identifying a detailed set of problems, we found a more critical and diverse set of problems that
need to be addressed by a successful diagnostic system. The key problem we identified is that
building operators lack good information on major building systems. Information tools
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currently in use in these buildings severely limit building managers ability to assess their own
O&M practices in a comprehensive manner. Rather, there are systemic problems associated with
the lack of feedback available from current Energy Management and Control Systems (EMCS).
Today’'s EMCS are designed for control, with extremely limited capabilities in sensing, archiving,
data analysis, diagnostics, and data visualization. This technology is slowly improving and
evolving to include greater capabilities for performance monitoring (as discussed in Section 6).

Phase 2 has involved recruiting a building for the initial demonstration, specifying the equipment
specific to the site, and installing the system. We have aso collected historical energy use data
and developed a baseline model to evaluate changes in energy use that we think will result from
use of the IMDS. We aso report on the technology innovation aspects of the project and early
findings from the IMDS. The purpose of the project is to deploy and evauate the IMDS. The
overal objectives are: (1) To save 15% of the energy used in a large commercia building by
applying sophisticated monitoring and data visualization techniques with generalized rules to
identify and correct problems in various building system, and (2) To develop diagnostic tools and
data sets which create a specification for a diagnostics system. We will not have achieved these
objectives in Phase 2, but will address these objectives in Phase 3. Phase 2 has, however, included
the full-scale deployment of the IMDS designed in Phase 1. This report includes a comprehensive
review of the system and sensors. We have also completed additional evaluation the technology
innovation process. We have documented an initial set of building performance issues discovered
using only afew days of datafrom the IMDS.

The IMDS differs from previously developed systems in several important ways. First, it is
specifically targeted toward sophisticated building operators and engineers. Most related research
efforts or techniques are targeted toward a remote expert user (Liu et al. 1997; Honeywell 1998).
The system under development can be used by a remote user, but we are specifically interested in
gaining direct feedback on the IMDS from today’s best operating engineers who have a strong
influence on the commercia building market. Second, the proposed system will be installed
permanently. Many related approaches that are known for ease of use are built around short-term
rather than continuous monitoring systems (Waterbury et al. 1994). Third, the monitoring system
is based on high-quality sensors that are more accurate and reliable than sensors found in most
commercia building systems. Fourth, the proposed system continuously archives data each
minute. Most current systems do so every 15 minutes or longer, lacking the ability to catch
problems such as equipment short cycling (Liu et al. 1997; Waterbury et al. 1994, Gillespie,
1997). Fifth, the diagnostic system has a top-down design that logically flows from the genera
whole-building analysis to system and component diagnostics. This is in contrast to bottom-up
approaches that attempt to detect performance failures associated with specific individual devices
(Hyvarinen & Karki 1996).

Phase 3, scheduled to begin in late summer of 1998, will encompass tracking the energy savings
and other benefits that results from operating the system (further described in Section 7). Phase 3
will aso include developing a preliminary functional specification to document rules and
algorithms to describe the most important faults detected with the diagnostic system.

Report Organization

This report has six remaining sections organized as follows. The next section (Section 2)
discusses how we selected the pilot site within the context of technology innovation theory. We
discuss these theories and present models of information flows and decision-making processes.
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Section 3 provides an overview of the IMDS scope, plus hardware and software used. This
section includes a discussion of the accuracy of each sensor (57 points) and calculated point (27
points). Section 4 describes the pilot site building characteristics and historical energy use
compiled to serve as a baseline for future energy savings analysis. It aso includes a series of
findings and graphical IMDS output from the first few days of the system’s operation. These
graphics identify our preliminary analysis of where there appears to be significant energy savings
from operational improvements. Section 5 outlines the research progress toward automation of
the diagnostics using fuzzy logic detectors. Section 6 discusses the costs and benefits of the
IMDS, statewide savings potential, and relation of the IMDS to other research activities and new
technologies. Section 7 outlines our plans for future work and includes a summary of major
findings. Section 8 lists the references. A series of appendices were developed to accompany the
report, which are listed in the table of contents.
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SECTION 2. PILOT SITE SELECTION AND TECHNOLOGY
INNOVATION FINDINGS

I ntroduction

The method to select a building operator and site for use in our pilot study was based on two
theories of innovation adoption. The selection process included analysis of both the individuals
who operate the buildings and the features in the buildings themselves, though the selection of the
individuals was the more important. The two theories used are as follows. First, in any
population, some individuals are likely to try out new ideas first. These individuals are termed
innovators and they share many common characteristics including personality and values.
Second, these individuals are easily identified by their peers. These theories and their application
to the building selection process are further discussed below.

We are interested in utilizing the skills and experiences these innovators have in the operation of
commercia buildings. Their expertise in their business environment and corporate culture mean
that the project is most likely to include features that are relevant to their peers. We have used the
skills and interests of the operators to select the topics to be developed and the features to be used
in the IMDS. In Phase 1, we learned that the innovators had little confidence in existing control
systems. Furthermore, because they had poor quality information they were reluctant to make
decisions to change the existing systems. Lack of good information from control systems is part
of a problem that expectations regarding building performance and energy savings from direct-
digital controls were never met. Most DDC systems have been operated to mimic older pneumatic
systems. The proprietary “black-box” nature of the controls software has aso been problematic
for building operators who want to make changes to their systems. Poorly maintained and low-
quality sensors have created difficulties in basic control for comfort. Similarly, building operators
have not been able to use the control system to find and remedy building performance problems
and identify energy inefficiencies. In other words, building operators realized that their peers and
competitors could not prove that a particular building system was efficient or inefficient except in
crude ways. This lack of competitive pressure is one of key elements that has led them to be
complacent about energy efficiency.

Innovation theory has repeatedly confirmed that only a portion of a population tries out new ideas
or products. (Rogers, 1983). Others, described as early adopters or mature adopters, wait to learn
from the opinion of the innovators before proceeding with trying a new technology. Some of the
population (late adopters and laggards) may not even be aware of new technologies until they are
driven from the field by their more aware competitors. Innovation theory defines the
characteristics of these adopters by their “ideal types’. This categorization is show in Figure 2-1.
Innovators tend to be able to cope with a high degree of uncertainty, are risk takers, and are more
cosmopolitan. They are easily identified by their peers as more venturesome.
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Adopter categorization on the basis of innovativeness

Figure 2-1. Technology Adoption Categories

Innovators have a higher tolerance for new designs and systems that do not immediately work
perfectly. They will stay through the development stage that discourages their less innovative
followers. Frequently, others wait for their decision before acting. Solutions that have been tested
and found worthy by the innovators are acted upon quickly by their less innovative peers.

Phase 1 Research: Identifying a Group of Innovatorsand Key Energy Issues

The initial identification of innovators was conducted during the Phase 1 scoping effort, which
took place in 1994 to 1997 (Sebald and Piette, 1997). This activity is summarized in this section.
A general description of the innovators using the “ideal type” description was sent to seven local
offices of the Building Owners and Managers Association in California (BOMA). BOMA is the
largest organization for owners and managers. The organization represents the membership with
strong regional offices. (BOMA is an organization that local building owners and managers in
every regiona area in California used to negotiate their membership’s energy purchases in a
deregulated environment.) The staff at these BOMA offices were asked to meet with their
technical committees and ask the committees to select their ten most innovative operators. The
staff workers at the loca BOMA offices and technical committees at the BOMA offices had
difficulty selecting the most innovative operators since they did not want their members to know
who they picked. After some discussion, they agreed to provide specific names if the list was kept
confidential. The companies selected by BOMA were al third party property management
companies. The core business of these companies is the management of buildings. They operate
buildings as their primary business, providing the marketing, legal and technical management of
buildings for tenant-occupied, |eased space.

As the lists were compiled it became immediately apparent that there was general concurrence of
the technical committees regarding the selection of companies that included innovators. Several
companies were selected by more than one BOMA office. In discussion with the BOMA staff of
San Francisco and Los Angeles, it became clear that the innovators were well known to those who
were familiar with the industry.
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The first contact with the companies was made through the local BOMA offices. The BOMA
staff sent each company a letter requesting them to respond regarding their interest in the research
project. Responses were collected from approximately 35 of the companies. Telephone
interviews were conducted to make certain that we had geographical distribution. This was
important because we were interested in ascertaining what the company management thought
about technology and did not want to get responses from companies whose responses reflected
local biases only. Some regulatory environments have stricter requirements and those locations
naturally have stronger organizational responses to those regulations.

To determine which individuals at the selected companies would be interviewed, we asked the
respondent to identify the person or persons within the company who made technology decisions.
In each case, we were referred to one person. Thus, we discovered that these professiona
property management companies centered their technology decision-making in one person.

The “innovative’ technical managers share many characteristics of personality and values. All of
them are products of their experience, that is, they did not go through a formal education process
for their job. Their experience is practical and they are pragmatic individuals. Only one of the
managers interviewed had a university degree. The typical career path for the decision-maker
begins as a young operations engineer or in the industry that served building managers. These
individuals distinguished themselves as more curious and more tenacious, becoming well versed
in the technical details of building systems and components. Questions began to be referred to
them by their peers and chiefs, and the research they undertook to answer these questions
enhanced their own knowledge. To take advantage of their technical expertise, they were
promoted to senior positions earlier than their peers. Later they were promoted to chief engineer
a one of their company’s largest properties. When the company marketing and property
management began to call on their expertise for other properties in the portfolio, each was
promoted to the level of a corporate advisor to all of their building operators. Job responsibilities
include hiring of engineers, representation of technical issues to the building owners, and
responsibility for technical decisions for all properties.

We selected professional management companies because their core business was the
management and operation of real estate. Unlike businesses that are owner-occupied and
operated, third-party property managers have to respond to a variety of needs and markets.
Generaly, the portfolios of the companies they work for are quite large. They may have as many
as 400 buildings under their direct management with as many as a thousand different tenants.

Three operators in Los Angeles and three operators in San Francisco were selected for interviews
because we wanted to have a selection of buildings and operators to choose from. The IMDS
technology is robust, but may not be suited to all types of buildings. In particular, we wanted to
be sure that we had a building that was not going to change ownership. We wanted a building that
they would operate for as many years as possible. We also had focused on larger buildings with
central cooling plants rather than packaged units. Cooling plants are easier to monitor (given the
centralized location of equipment) and would be more cost-effective for a demonstration project.
Each of the technical managers interviewed had been in their positions for more than ten years.
These subjects participated in a detailed interview based on a 58-page questionnaire. The
guestionnaire covered issues such as the size of building portfolios, whom they sought advice
from, their opinion of control systems and their personal opinions about the direction of new
technology. (See Sebald and Piette, 1997, for a discussion of the questionnaire. Appendix A3
contains the questionnaire).
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The results of the questionnaire influenced the research plan to accommodate the interests of the
interviewees. Managers told us that they were not confident in the sensors supplied by their
control vendors and were reluctant to make change in operating methods and techniques in the
absence of better information. We also learned the interviewees placed a high value on real-world
experience. While they were likely to learn from an academic experiment, they were unlikely to
act unless they had tried out the technology themselves or had a recommendation from a trusted
peer.

In order to maintain their interest and cooperation we proposed a research partnership that
followed the model of Participant Action Research (PAR, Denzin and Lincoln). PAR is amethod
of research that involves the active participation of the research subject. PAR has two objectives.
The first am is to produce knowledge and action directly useful to a group of people through
research, adult education, and sociopolitical action. The second is to empower people at a second
and deeper level through the process of constructing and using their own knowledge. They have
been informed of the goals of the research and have been asked to provide some self reporting.
This methodology allows the research team to get closer to the “truth” of the culture, business
environment, and values of the subjects. Our goal is to develop an in-depth understanding of how
these decision-makers select or reject technologies. It has also been a goa of the project to
actively engage the participants in developing the features of the IMDS system.

Phase 2 Resear ch on Choosing the Innovator for the Pilot Site

In Phase 2 of the research, we re-interviewed some of the subjects from our initial interviews to
determine the best site for the IMDS pilot demonstration. Each of the candidates was asked to
submit a possible building for review. We met with the on-site property managers and building
engineers and toured several candidate properties. IMDS sensor and communication cost
estimates were developed for severa of the best candidate sites based on the size of the building,
number of chillers, and other such factors.

We determined that al of the properties submitted by the technical managers were technically
acceptable to the researchers. We asked the technical managers to estimate the labor (in-house or
contracted) costs to install the IMDS using an engineering manual that showed a prototypical
building. The technica managers were responsible for obtaining permission from their
ownership, asset managers and on-site staff to participate in the demonstration. They aso needed
to identify the source of funds for the IMDS installation. They were told that they could install the
equipment with on-site staff or subcontract labor, but that all associated costs of installation,
wiring and connections was their responsibility. We asked the managers to self report their
decision-making process and to submit to a series of interviews that would explain the process of
getting technology adopted in their companies.

We were aware from the initial interviews that these technology managers acted as gatekeepers for
new technology. A gatekeeper is defined as a person who stands at the boundary of an
organization and can withhold or shape information as it flows into their business system (Allen,
1981). In each case, we were able to pass through the “gate” of the technical manager gatekeeper.
This means that technology used in the pilot study is sufficiently interesting for the managers to
consider for use in their buildings despite the fact that we made no promises for its ability to save
money or make their buildings more efficient. We believe that the managers proceeded on their
desire to understand what was new and innovative in their industry.
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We first approached the Embarcadero Center in San Francisco, managed by Jose Gomez who is
their technical manager. We informed the technical manager that they were our first choice for the
pilot site. The technica manager took the project to his management staff within 24 hours.
Although we “passed through the gate” of the technical manager, the pilot study was rejected by
the financial management because they wished to avoid the distraction during an impending sale
of the building. We were not informed about the reason for the rejection in the initial discussions,
although rumors within in the industry suggested the possibility of the building being up for sale.
The rumors were subsequently confirmed by the technical manager. The technical manager for
the second choice building —Fred Smothers, at the Hong Kong Bank Building (160 Sansome
Street)— was notified of our interest in his site. He obtained approval from the management and
ownership of the building within three days. We proceeded with the start of engineering October
24, 1997. Installation was completed May 1, 1998. Our findings on the technology innovation
process are described in the next section.

Phase 2 Resear ch Findings on Technology I nnovation Process

The technical managers that are on our short list of innovators are the leaders of their industry.
The most important issue facing these managers today is their response to the deregulation of the
power industry. The BOMA local offices selected their leaders to study the issues and suggest a
direction for their membership. They selected the same people that we included on our short list
of innovative managers. We believe that these managers lead their industry on other issues also.
They tend to have large, prestigious portfolios of buildings. They also have the organizational
slack and technical expertise to experiment with new technologies prior to wide spread use.
Although we believe that we have identified the individuals who lead the industry, how they
decide which technologies are to be pursued and which are to be avoided was unknown to us.

Literature on diffusion of innovations suggests that the innovators and early adopters of
innovations differ significantly from the bulk of users that adopt a new innovation (Rogers and
Shoemaker, 1971). Literature on the adoption process of innovations aso suggests that the type of
innovation impacts the decision adoption (Damanpour, 1991).  Innovations can be broken down
into many categories including such items as cost, features, and newness to the innovators. Our
original organizational research indicated that the managers were able to shepherd small,
incremental innovations through the organizations they managed with some ease. However,
complex and large-scale experiments were rarely (if ever) conducted. Our research interest poses
the hypothesis that that the two types of adoption processes, that is, for radical and routine
innovations are not the same. ldentifying these two types of processes will lead to a better
understanding of the adoption of technical innovations to this market segment. This research will
provide a model of the two innovation processes and suggest possible ways that future innovations
can be packaged to enhance their review and possible adoption. Below we present a model of the
two innovation processes and suggest possible ways that future innovations can be packaged to
enhance their review and possible adoption.

In Phase 2 of the project we explored our hypothesis that the process the technical mangers used to
review routine and radical innovations is different. The definitions of radical and routine
innovations were defined at the onset of the questionnaire by providing the managers with this
text. The definitions were constructed from a variety of sources (Damanpour, 1988, Dewar and
Dutton, 1986, and Nord and Tucker, 1987). The definitions used follow the guide of earlier
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research studies. The definition was presented to the technical managers to help them separate out
the two types of innovations:

“This study is a part of a larger technology study on the adoption of innovations within
property management companies. In order to tailor this research project and potential
future projects to our industry’s needs, we are asking you to provide us with information
about the process you use to review and select new technologies.

“We are studying two types of technologies:

Category 1 Innovations: The first type of technology is identified as routine. Routine
technology innovations are those that while new to your organization do not require a
substantial expenditure or include significant structural or skill changes to your
wor kforce.

You will be asked questions about routine innovations you have considered in the past.

Category 2 Innovations. The second type of technology is defined as radical. It is new to
your organization and provides a product or service that does something you formerly
could not do with existing technologies. It is likely to involve more substantial
expenditures and be more complex to understand. If it were implemented throughout your
company, it could require changes to your company's structure or the skills of your
workforce.

You will be asked to provide information about the review and possible adoption of a
radical innovation. We will introduce the innovation to you. As a part of our review
procedure, we will need to work with you over time to under stand the adoption process.

You will be able to see the results of the study.”

Managers were asked to list one or more technical innovations they had explored in the routine
category that they had recently reviewed (within the last year or so) and describe their adoption
process. We will present the radical adoption processes in the Phase Three report.

One of the most compelling findings of the innovation process research is how powerful the
technical managers are in making technology decisions for the buildings they are responsible, and
how little they rely on the input of others. All of the managers determined that their company
would try the IMDS system without further consultation with colleagues, professional engineers or
review of published literature. In response to the question, “Who decided to adopt the
innovation?’ all of the managers responded, “1 do.” The managers were also asked to list some
innovations that their company had adopted which they did not recommend. That is, we asked
them to list a technology that they had reviewed and rejected, this technology was subsequently
adopted by their company over their negative report. None of the managers could recall a single
incidence of this occurring. While the gatekeeper cannot force an owner or asset manager adopt a
new technology, technologies that they do not deem worthy are never adopted.

Routine I nnovations

The routine innovations selected by the managers included light fixtures, motion sensors, new
chillers and a variety of small tools to perform diagnostic studies that are used by their engineers.
Size and cost of the innovation did not seem to concern these managers. Changes, upgrades,
replacement in kind and replacement for obsolescence were all listed as routine innovations. The
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addition of new features (even if complex) to an existing product did not constitute a radical
change to these managers. The ability to project an expected cost into the future, or budget for an
upgrade or change out, was a factor in categorizing some of the innovations as routine.

Knowledge about the source of routine innovations was difficult for the managers to pinpoint.
Severa referred to the idea that “it was in the atmosphere.” By this they meant that they heard of
the new technology nearly contemporaneously from several sources. A model of routine change
showing the sources of the information for such change is provided in Figure 2-2. One
simplification of the figure is that some of the communication is two-way to alow technical
managers to carry on a dialog about potential changes. By contrast, information from a magazine
and not verifiable with a trusted peer, vendor or engineer is one way communication. The most
frequently cited sources of information are vendors, trusted peers and their own chief engineers
and former chief engineers.

Much less common is the route of information flowing through new construction (probably it just
occurs less frequently). They obtain new information when they acquire a new building that has
new technology. Many technical managers claim they are never asked during the design stage
about which products they prefer and systems they prefer. Information flows through competitive
forces and managers feel that they need to keep up on new technology because their competitors
will inform the building owners of innovations and they will be asked to respond with their input.
The technical managers read no-cost trade magazines, such as Buildings! and Engineered
Systems?, but ascribe little value to them. However, new buildings frequently provide new
information, but the source of information is much lower quality if the engineering staff including
the new chief do not “move with the building.” Finaly, the managers on rare occasions are
requested to provide an upgrade or new innovation by the owner or asset manager of the building.

1 stamats Communication Inc., Cedar Rapids, lowa.

2 Business News Publishi ng Company, Troy, Michigan, www.esmagazine.com
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Figure 2-2. Routine Innovations and Incremental Changes

Radical Innovations

Radical innovations occur less frequently in the working environment of these technical managers.
Special needs such as data centers or high security areas by an owner are the most frequently cited
causes of radical changes after a building is in operation. The managers also report that they learn
about new technologies from new construction projects. These technical managers “blame’ design
engineers for the finicky products (electronic systems appear to be especialy annoying) and this
seems to be one source of their reluctance to seek design professionals assistance at other times.

The model on the following page outlines sources of information that lead to radical changes
(Figure 2-3). The model shows how methods used for learning about and evaluating routine
innovations continue to exist in radical innovations, but with links weighted to handle the special
circumstances of radical changes.
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Figure 2-3. Sour ces of Radical Changes

Exploring radical innovations has revealed several interesting issues. Aswe previously learned in
Phase 1 of the research, the managers strongly prefer “knowledge through experience’. But
knowledge through persona experience may be difficult (or impossible) to acquire when an
innovation is novel or its radicalness puts it beyond economic feasibility. Our interviews with the
managers revealed a mode of thinking that, while not unique to this population (scientists use this
thinking pattern too), is helpful in understanding how they think and make decisions. Thisway of
looking at their environment istermed “Inference based upon belief” (Silver, 1998).

Inference based upon belief is based in two underlying “proofs’ of the sagacity and wisdom of the
new concept. The first is the decision maker must believe that the person they are listening is
credible. The second is that the person has no reason to lie. The model for radical changes shows
how such changes are likely to be introduced into the environment. In each case, the manager can
acquire the knowledge serendipitously by forces outside his control. For example, he can acquire
the knowledge by bringing a building into his portfolio when his company assumes management,
or from an owner with a special need asks for a new technology. The only route that provides
direct linkage between a radical new idea and the people who directly manage the projects is the
research model on radical changes that we have constructed. These managers have never been
asked to participate in research studies until this project.

Phase 3 will demonstrate whether we are a trusted source of information and can further infuse the
IMDS technology into third party property management companies. The technical managers will
be interviewed to determine if they believe we have this unique experience and if we can be relied
upon to faithfully report the results without bias. An expected consequence of selecting just one
building for a pilot study is that the companies and individuals not chosen have not been as helpful
since the announcement that they were not selected. The introduction of the results from the
IMDS study appears to be of sufficient interest to the innovative users that we are able to obtain
interview access again. The managers of the innovative companies are curious to see the new
IMDS technology and to know what their peers think of the technology.
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IMDS I nstallation | ssues

The hardware, software, and installation cost for the IMDS are discussed in Section 6. We
provide some comments about the installation process in this section because of their relevance to
the pilot site selection. We experienced several problems with the pilot installation, which will
require aremedy in future demonstrations. First, while the organization of the building staff is not
a problem as there is only one engineer, the organizational slack was difficult to predict since the
chief engineer had to respond to other building needs during this time and was unable to work
continuously on the project.

We ceased interviewing the technical manager and engineer about the IMDS on May 1, 1998
because we did not want them to start using the system until we had acquired two months of
baseline data. The baseline data will be used to develop simple estimates of energy and other
savings from with IMDS as the “before IMDS’ case. Additiona historical data have also been
collected (see Section 4). Interviews regarding the use of the IMDS will proceed in August, 1998,
after two months of baseline IMDS have been collected.

Conclusionson Technology I nnovation

The IMDS technology was developed in response to the concerns the technical managers reported
in Phase 1 of the project. The technical manager’s review of the information is expected to reveal
that the technology needs to be altered and adjusted to accommodate the business reality they
work with. Phase 2 includes our understanding today of the innovation adoption process used by a
technical manger in a third party property management company. We find that the technical
managers rely primarily on firsthand, verifiable information from trusted sources. Very little
outside persuasion is necessary and making the decision to adopt the technology is not a time-
consuming process. In Phase 3, we will provide a more complete model for the manager's
decision process for both radical and routine innovations.
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SECTION 3. IMDSDESCRIPTION AND ACCURACY

IMDS System Overview

The IMDS demonstration is oriented toward deploying the basic infrastructure for an advanced
information system, including field tests of initial applications. This demonstration will allow the
controls industry to examine the value of such systems that greatly exceed today’s current EMCS
technology. Such a system is the starting point for more advanced, automated diagnostics, such as
those based on fuzzy logic or neural networks. The system is a distributed data collection and
analysis system. The primary elements of the system are:

» A monitoring and data acquisition system that measures 57 physical and 28 calculated points
* A PC that stores the data and houses the data visualization systems (Electric Eye)
* AnISDN line connecting the system to the remote researchers

* A web server that is areal-time analysis tool demonstrating a small fraction of the larger set of
data visualization capabilities

* A set of standard graphics used for working with the building operations staff to identify
building energy performance problems

Key elements of the system are shown in Figure 3-1. The data are stored on a ssimple flat-file
system, with remote data archives at LBNL and Supersymmetry appended each day. We are
testing the first PC version of the graphics software, which was previously only available for use
with high-end graphics workstations. Data from each sensor are archived in the PC server at the
demonstration building. The data acquisition and graphical analysis software are located on the
PC, alowing the on-site operator and chief engineer direct access to the data. The IMDS
generates nine standard plots available for viewing, plus it offers a series of more sophisticated
browsing and statistical analysistools. These more sophisticated tools will likely be of greater use
to the remote researchers. Researchers in severa locations will have access to the data, plus the
identical analysis software, alowing them to analyze the building performance and test the
automated diagnostic systems. The PC server will offer a subset of the real-time analysis graphics
from the demonstration site to the public over the World Wide Web. The purpose of these graphs
are to demonstrate the technology to interested organizations and potential future service providers
such as Energy Service Companies, utilities, and control companies.
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Figure 3-1. Components of the Information and Monitoring Diagnostics System

Four types of physical measurements are taken by the IMDS: temperature (including wet-bulb),
power, flow speed, and pressure. The installed system consists of 57 physical and 28 calculated
points for a total of 85 points of minute data. The sensors include high-grade thermistors, power
meters, magnetic flow meters, and aspirated psychrometers. A summary of the monitoring scope
islisted in Table 3-1. Further details on the sensors and sensor accuracy are presented below.

Table 3-1. Systemsand Sensorsin theIMDS

System to be Evaluated M easur ement Number of
Physical Points

Whole Building Power 1
Two Chillers Differential Pressure (water) 4
Water Temperatures 8
Flows (water) 5
Power (to chillers) 2
4 Pumps Differential Pressure (water) 4
Power 4
One Cooling Tower Dry Bulb Temperature 2
Wet Bulb Temperature 2
Water Temperatures 6
Power 2
OneAir Handler Dry Bulb Temperatures 5
Power 2
Static Pressure 4
Local Micro-Climate Dry Bulb Temperature 1
Wet Bulb Temperature 1
Miscellaneous (lights & plug) Power 4
Total 57

The IMDS is designed to be a permanently installed and continuously active system. This is
necessary because buildings continuously change. For example, some problems reoccur, such as
those from modifications to schedules to handle specia events. These modifications often lead to



equipment being left on when not needed. The diagnostic system is designed to operate in parallel
with any existing EMCS, rather than expanding or modifying the EMCS. The IMDS is therefore
not constrained by EMCS data collection capabilities, which can be problematic with 50 points of
one-minute data. Thistechnology may, however, be incorporated in future EMCS.

Figure 3-2 compares an IMDS and an EMCS. EMCS typicaly focus on scheduling and
controlling building HVAC systems including air temperatures and flows and monitoring zone
conditions. By contrast, the IMDS measures energy, weather and water-side variables
(temperatures, pressures and flows). As mentioned, sensors commonly used in buildings are
typicaly not adequate due to durability (frequent faillures or falling out of calibration) and
accuracy problems (e.g. measuring flows accurately is crucial, but typical systems either do not
measure flow or do so with inadequate accuracy).

Energy Management Information Monitoring
& Control System & Diagnostic System

Power
Flows (cooling loads)

90 Points

Several Hundred
Points

Supply/Return Air

Zone Temperatures Weather & Humidity
;ehm%erlatures Outside Pressures
chedules Temperatures Water Temperatures
Equipment Status ¥ P I;ﬁ?;fg
Lighting Cooling Ventilation Other
Chillers Cooling Pumps Air
Tower Distribution

Figure 3-2. Comparison of EMCSand IMDS

The rationale for the scope of the monitoring system is as follows. First, the selection of whole-
building diagnostics is the starting point of the proposed diagnostic system. Whole-building data
contain the basic yardsticks by which a building operator can get an overall set of metrics to
evaluate building performance. The rationale for the selection of the cooling system is related to
the benefits of working with it relative to the difficulties related to other candidates for the
diagnostics, such as lighting or ventilation systems. Great improvements in cooling plant
efficiency measurements can be gained with magnetic flow meters and high-quality thermistors.
Chillers are the largest single energy-using component in large office buildings, and are thus a
logical item to examine. Evaluating the entire cooling plant will allow usto understand the overall
system performance, which is more important than examining a component in isolation from the
system. Plus, cooling is the second largest major end-use in commercial buildings (lighting is the
first).

The components selected for the analysis are chillers and cooling towers. Both of these
components were targets of complaints from building managers about poor sizing. Chillers are
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often oversized, requiring more power per ton than optimal because they are less efficient at low
partial load. Cooling towers are often undersized. Larger towers allow the chiller to operate at
cooler condensing temperatures. The diagnostic system will explore mgjor failure modes for these
components. Air handler measurements were included to allow for a complete calculation of
system efficiency (kW/ton).

Data Visualization Software

The project team chose Electric Eye as the data visualization software for use in the IMDS
because of its power and flexibility. The system can: load up to 8 points of one-minute data for a
12-month period, or 4,204,800 values. It offers point and click commands with zoom and screen
capture. The calendar and time features allow the user to select days from a calendar with several
time-aggregation options (minute, five-minute, hourly, etc.). Additional featuresinclude:

o <eroll vs. Side Mode—View one or more time series in scroll or slide mode. In scroll mode,
view one day at atime. In slide mode, view a day, a week, or other time period to form
patterns and erroneous profiles and to track operation.

* 3-D plots—View carpet plots for data point vs. time of day vs. day, or create xyz plot. Motion
function allows for individual rotation and review of data points.

o Satistics—Usein 2-D or 3-D plots. Get dopes, efficiencies, kWh demand and costs.

e Section—Look at planes in 3-D plots for easier understanding of daily profiles, operation, &
trends. See how temperature, power demand, equipment startup, and seasonal variations affect
operation.

* Equations—Trend data to form specia equations or matrix. Fit linear, quadratic, and
hyperbolic functions to 2-D plots.

The IMDS is based on the Linux version of Electric Eye that runs on an on-site PC. The research
team is aso using the original, more powerful version of Electric Eye, which runs on a graphical
workstation. The following features are currently only supported in the SGI version and will be
incorporated into the Linux version at a later date: 1) input curves and spreadsheets or other
benchmark data, 2) input pictures and video linked to data, and 3) evaluate rate and tariff
schedules, perform psychometric analysis, and evaluate fan and pump curves. The inability of the
current PC version to import data has presented a minor problem in Phase 2. The system is unable
to read the benchmark plot data sets generated from DOE-2 as shown in Appendix B. We choose
to use the PC version because the migration of Electric Eye from the SGI to the PC demonstrates
the evolution of the computer technology. We hope to use the forthcoming Windows™ based
Electric Eye system in the future, moving away from Linux, which is less user friendly and more
foreign to building operators

The web-based performance analysis tools are described in Appendix A. We provide a brief
review of several aspects of the system because they help demonstrate the scope and purpose of
the IMDS. Figure 3-3 shows the layout of the cooling plant. Real-time snapshots of the last
minute' s data are displayed to provide an overview of the efficiency, operational parameters such
as the system and component efficiency, temperatures, pressures, and flow rates.
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Figure 3-3. Real-Time Cooling Plant Schematics

Failure Modes to be Evaluated with the IMDS

The Phase 1 research included an analysis of performance metrics and benchmark data to
characterize the fundamental principles of the selected building, system, and components. We
developed a series of standard graphics that will allow the metrics to be displayed in a manner that
assists in the diagnosis. These graphs (shown and described in Appendix B, and available at
http://www.lbl.gov/EA/II T/Diag/plots.html) were analyzed to determine benchmark signatures for
good performance such as where measured values should fall on a given analysis plot, or what the
curve shape should look like if the system or component is performing properly. We developed a
series of measurements and sensing requirements to evaluate the systems and components. We
also listed common modes of failure that one can diagnose with the given metrics and graphics
based on case study data and related literature. The discussion of failure modes is not an entirely
exhaustive list of failures, but covers common and critical modes of failure. The graphs also serve
as atutoria to orient the building operator on how best to understand the system or component’s
energy performance. A list of the nine plots and associated diagnostics are listed in Table 3-2.
The whole-building data are fairly straightforward, but we provide some additional discussion on
the cooling system and component data.

Cooling System Diagnostics. The entire cooling system efficiency can be evaluated using the
efficiency versus load analysis (kW/ton vs. cooling tons). The total cooling system performance
in kW/ton is affected by the kW/ton for each component. The shape of the efficiency versus
percent load curve is dominated by the chiller, so the entire cooling system kW/ton curve tends to
look like the chiller curve. Chillers should ideally operate near their rated efficiency (purchase
point). Various problems (oversizing, improper scheduling, control problems, etc.) exhibit
signatures on these plots.

Chiller and Cooling Tower Diagnostics. The chiller monitoring will capture key parametersin
the chiller operation such as water flows and temperatures, pressure drop, and power. These data
will allow determination of chiller efficiency (Figure 3-3) and loads. We will also measure the
pressure drop across the chiller heat exchangers to determine the extent of fouling. The cooling
tower monitoring will also include water temperatures and flows, plus local outdoor weather data
and cooling tower fan power. A temperature measurement station including an aspirated
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psychrometer has been installed on the top of the building as far away from the cooling towers as
possible. Data from this psychrometer will be used to evaluate “nano-climate’ effects at the
building scale, which are smaller than well-known city-wide micro-climates. Cooling tower
intake conditions will be compared with outdoor air conditions to evaluate re-circulation of
cooling tower exhaust.

Table 3-2. Standard Plots and Failure M odes

Building Standard Diagnostic Plots Example Failure M odes, Problems &
Component Opportunities
Whole e 2D —QOutside Temperature/ Sudden changes in consumption
building Power (24 plots for each Weather impacts on consumption
hour of the day) Higher consumption than similar buildings
¢ 2D —Power/ Outside Opportunities for alternative electricity rates
Temperature — load shapes,
» 3D - Day/Time/Power L oad management strategies,
Unusual nighttime loads or start-up peaks
Cooling e 2D - Cooling System Load Comparison to other similar systems
System (tons)-kW/ton Changes in consumption or efficiency of
» 3D - Day/Time/Cooling cooling system due to such things as
System kW improper pump operation, tube fouling,
component malfunction, or tower set points.
Scheduling problems such as excessive time
on or short cycling
Chillers (1) 2D — Chiller Load (tons)- Degradation in efficiency of the chillers
kW/ton away from manufacturer’ s specs.
Efficiency improvements from changes in
operational parameters, i.e. part-loading, and
condenser and chilled water temperatures
Efficiency degradation due to refrigerant
charge, tube fouling, etc.
Full load or part load performance and
chiller oversizing or undersizing
Cooling (2) 3D — Day/Time/Cooling Degradation of tower efficiency due to
Towers Tower kW(excluding fouling, excess flow, too few cells running,

condenser pumps)
(3) 2D — Approach (CWS-
WB)/Cooling Tower Tons*
(4) 2D — Corrected Cooling
Tower Tons/Condenser Flow

or recirculation of saturated air leaving tower
Cooling system excess energy use due to
tower undersizing

Scheduling problems due to tower not
modulating or not interlocked to condenser
pumps, temperature control problems

* CWS — condenser water supply and WB — wet bulb




The classic example of chiller diagnostics is depicted in Figure 3-4. Here, efficiency (kW/ton) is
plotted versus load (tons). Chillers should ideally operate near their rated efficiency (purchase
point). Various problems (oversizing, improper scheduling, control problems etc.) exhibit
signatures on this type of plot.
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Figure 3-4. Chiller Efficiency versus L oad and Sample Problems Diagnosed

Sensors and Data Accur acy

In selecting sensors for installation at our pilot demonstration building, we chose to use high-
precision sensors. This section describes the sensors and their accuracy. Over $40,000 was spent
on sensors and sensor calibration (not including installation costs) to ensure the reliability of the
data obtained from the building.

Using high-quality equipment provides several important assurances. By starting with high-
accuracy, we will be able to determine how much accuracy is necessary to uncover problems
during Phase 3. If lower-quality (and lower-cost) sensors would have done the job just as well, we
may choose to use fewer sensors and lower-quality equipment in future projects. See the Phase 1
report (Sebald and Piette, 1997) and Appendices for additional discussion of these issues.

First, some terminology on measurement issues. Accuracy is defined as the maximum amount by
which a result differs from the true value (Beckwith, 1982). Use of high-quality sensors ensures
that our measurements are as accurate as possible. Measurement error is the actual difference,
and its exact value is unknown. Error lies within a range of values, which we call uncertainty.
Since accuracy is the maximum difference between the measured and actual value, the uncertainty
is generally expressed as + accuracy.

Accuracy for each sensor has been provided by the manufacturer. The accuracy of the data may
differ from the rated accuracy of the equipment for several reasons. Any sensor may be accurate
when purchased, but severa factors figure into maintaining sensor accuracy over time. These
factors include sensor placement, calibration, signal conversion, and sensor durability and
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maintenance. Loading error (the effect of the measurement process itself) and other
environmental variations may complicate issues further. Further discussion of these issues is
mentioned in the sensor descriptions below, and we intend to examine these issues further in the
next phase of the project.

Sgnal Conversion. Accuracy is effectively maintained during the analog to digita (A/D)
conversion, which has a 16-bit resolution. Resolution is the smallest increment of input signal that
a measurement system is capable of displaying. With low-resolution systems, accuracy may be
lost when the input analog signal is converted to a digital signal which is recorded. Line losses
have been considered as a potential source of error and found to be negligible.

Precision. The IMDS instrumentation also has a high degree of precision. Precision is the degree
of agreement between repeated results. High precision is important when analyzing data for
trends and changes. The sensors used require far less maintenance and less frequent calibration to
maintain precision and accuracy.

Sensor Installation and Placement. For most sensors, placement was not a problem; however,
placement of the outside air weather station has proven problematic (see Temperature section
below).

Calibration. Most sensors did not require complicated calibration procedures. Temperature
sensors were calibrated offsite, resulting in an increased degree of accuracy (see Temperature
section below). During the commissioning process, additional calibration issues were addressed,
such as zeroing of power meters.

Maintenance. By purchasing high-quality sensors, the reliability of the sensor remains relatively
constant over time. The IMDS sensors require less maintenance and calibration than their
conventional counterparts, afact that may result in lower life-cycle costs of the equipment.

Physical Points

Four types of physical measurements are taken by the IMDS: temperature, power, flow speed, and
pressure. The sections below discuss the sensors used, their rated accuracy, and other issues
affecting the reliability of the data obtained from them. Sensor accuracy is summarized in Table
3-3.

Table 3-3. Sensor Accuracy Summary

Point Accur acy

Temperature .008 deg F

Flow 0.50% (See table below)
Chiller Power 1.20%

Cooling Tower Power 3.20%

AHU Fan Power 1.20%
Static/Differential Pressure .025 inches

Differential Pressure .0625 psid

Pump Power 0.20%

Main Power 1.50%

Lighting & Plug Power

1.00%




Temperature. Temperature is measured with precision interchangeable thermistors that provide
highly accurate and stable temperature readings. The thermistors use couple glass hermetic
encapsulation with 100-percent resistance shift screening. The components have tight
interchangeability, providing precise measurements without calibration of circuitry to match
individual components. The thermistors are designed to eliminate the typical problem of sensor
drift, acommon problem in maintaining sensor accuracy over time.

The manufacturer-rated accuracy of the thermistors is 0.09 degrees Fahrenheit; however, they
have been calibrated to an accuracy of 0.008 degrees Fahrenheit, for the full range of values, with
high-end calibration equipment and a NIST traceable procedure (Mangum, 1990). The calibration
equipment includes triple point of water and gallium melting point temperature reference cells.

Thermistors for the cooling tower and outside air wet bulb/dry bulb temperatures are enclosed in
an enthalpy wet bulb (EWB) unit, a self-contained aspirated enclosure, shown in Figure 3-5. The
EWB enclosure contains wet and dry bulb wells, a pressure-compensated float valve assembly,
and a fan, which draws air over the thermistors. The wick is bathed continuously by distilled
water (stored in a reservoir above the sensor) as moisture evaporates. The unit is designed to be
reliable and low-maintenance.

Placement of the outdoor weather station has proven to be problematic. We originally placed the
station next to the existing sensor, near the supply air intake. Our initial analysis showed a
nighttime temperature peak, an unlikely condition. This was due to warm reverse air when the
system is off. The sensor was moved away from the supply fan to an outside location whereit is
affected less by the air handlers or the cooling tower. A protective shield will be installed shortly
which will protect the sensor from solar gain. Thisis described in Appendix C.

/ ] Dry Bulb

Sensor
T YRR \
H i

i | Wet Bulb
1 1 Sensor
Air A i
Filter Air Flow

| = y Chamber ——Jp :':W
1 III Al /’

Water Level |

Float
Assembly

Air

Intake Wick

Enclosure Sump Chamber Detail

Figure 3-5. Enthalpy Wet Bulb Enclosure (or Psychrometer)

Power. With the exception of pump power, power measurements are dependent on a power
transducer and two to three current transformers. Pump power is measured by a single direct-
connect power transducer. The power transducers used on the cooling system powers (pumps,
chillers, fans) are three phase/three wire sensors with an accuracy of 0.2% of readings, including
combined effects of voltage, current, load and power factors. These power transducers are used
with 600V class solid-core current transformers as noted in the table below. Main power, lighting,
and plug power meters use digital power transducers. These sample voltage and current
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waveforms at high speed with digital signal processing to assure true RM S output accurate to 0.5
percent. These power meters utilize 600V class split-core current transformers with accuracy
noted in Table 3-4.

Table 3-4. Power Accuracy

Power Transducer Current Transformer Accuracy Combined Accuracy
Main —Whole Building (3 CT's) 0.50% 1.00% 1.50%
Light & Plug Risers (3 CT's) 0.50% 0.50% 1.00%
Pumps (0 CT's) 0.20% n/a 0.20%
Chillers (2 CT's) 0.20% 1.00% 1.20%
Cooling Tower Fan (2 CT's) 0.20% 3.00% 3.20%
AHU Fan (2 CT's) 0.20% 1.00% 1.20%

Flow. Magnetic flow meters are more reliable than conventional flow meters such as paddle
wheel or pitot tube flow meters (Houghton, 1996). Although the full-bore magnetic flow meters
used in the IMDS are more expensive then conventional flow meters, they require less
maintenance, resulting in lower life-cycle costs (Sebald and Piette, 1997). Thisis largely due to
the absence of moving parts.

A common problem with the installation of flow meters is that a bend in the pipe near the flow
meters will cause inaccurate readings. Fortunately, a sufficiently long section pipe was available
for each of the five flow metersinstalled. The flow meters have a variable percentage error, which
is £0.5% at high flows and increases as flow decreases. The accuracy is 0.5% for velocities
greater than or equal to 1.5 feet/second3. Thus the accuracy is 0.5% for al flow vaues greater
than the flow speeds given the 0.5% column in Table 3-5 below, which shows the relationship
between the accuracy of the magnetic flow sensors and flow rates. For slower velocities, the error,
in percent, is given by 0.82/velocity.

In our partial load scenario (further described below), the only flows with error greater than £0.5%
are the condenser water flows, which have an error of £0.6% at 200gpm. This does not have a
significant effect on the condenser load (tons) error calculations.

Example:

A flow speed of 24gpm is equal to .17ft/second in an 8-inch pipe (Condenser Flow and Chilled
Water Main Flow). The sensor error when the flow is 24gpm, about 10% of full load, is thus equal
t0.82/.17 = 5%.

Table 3-5. Flows (gpm) Required for Given Accuracy

Accuracy: | 0.5% 1% 15% | 5% 20%
Flow System PipeSize | FullLd | PartLd Flow Flow Flow Flow Flow
Condenser Flow (gpm) 8" 500 250 262 121 81 24 6
Chilled Water Main Flow (gpm) 8" 860 530 262 121 81 24 6
Chiller 1 Chilled Water Flow (gpm) 6" 460 275 145 68 46 14 4
Chilled Water 2nd Flr Flow (gpm) 3" 60 40 37 17 11 3 1

3 To determine the vel ocity at agiven flow, convert the flow measurement from gallons per minute (gpm) to ft%/s, and divide by the
surface area of the pipe cross-section. The resulting relationship is velocity= (0.003)(gpm)/d?, where d is the diameter of the pipe, in
feet.
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Pressure. Differential and static pressure are measured with high-output, low-differential
pressure transducers. Each contains a fast-response capacitance sensor and an isolation system
which responds quickly to pressure changes while providing precision linear analog output
proportional to pressure. Both static pressure and differential pressure sensors are accurate to
+0.25% full scale, with a non-repeatability of +0.05% full scale. A full-scale reading is the
maximum reading the measurement system is capable of for the particular scae being used,
therefore:

percent accuracy based on full scale = (V_max/min - V_actual)/V_fs, while
percent accuracy based onreading = (V_max/min - V_actual)/V_actual

where V_fs is the full-scale reading. The full-scale reading for pump differential pressure is
25psid, so the sensor accuracy is 0.0625psid. Static differential pressure sensors are rated for 0—
10 inches, giving us a sensor accuracy of 0.025 inches.

Calculated Points

Calculated point accuracy is derived from physical point accuracy by means of smple error
propagation formulas. To compare the accuracy at different HVAC and cooling loads, we
developed two scenarios, based on expected values at full load and partial load. The assumptions
for the values of the physical points used in a calculation are given in Table 3-6.

Calculated point accuracy for each scenario isincluded in Table 3—7. Points calculated from flow
values, such as chiller loads (tons), have a percentage error that is greater at lower flows. For
calculated points not dependent on flows, the percentage accuracy is for the full range. Small
differences between the scenarios are accounted for by rounding error.

There are two simple error propagation rules used to determine the uncertainty of the calculated
points.

i+...)

Forz=axtbyzt..,s, =as, +bs, +... and Forz=x0yLll..,s, =z(%+ y

where zisafunction of x, y, ... and s, isthe uncertainty in x.

These formulas make no assumptions about the interaction between the errors of input values.
The calculated error s; is the maximum combined error, given s, and s, (Beckwith, 1982).

Note that these formulas result in more conservative error estimates than the commonly used error
propagation formulas given below. These formulas are valid for errors in means of large samples.
The formulas assume that z is a function of independent random variables, and thus the error in z
isnot likely to be as high as the maximum.

Forz=axtby+..,s, = /(as)2 +(bs,)? +... and

Forz=xUyl..s, = BS—XBZ +?g +..
Oox 0 y
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Example:

CHW1_dt = CHWR1 Temp-CHWS1 Temp

Since the uncertainty for both temperaturesis +£0.008 deg F, error =.008+.008 =.016 deg F.
Example:

Total Tons = Chiller 1 Tons + Chiller 2 Tons, which have uncertainties of 0.03% and 0.13%
respectively, when Chiller 1 Tons = 208 and Chiller 2 Tons = 83. Note that the uncertainty of
Chiller 2 is greater than Chiller 1, as Chiller 2 flow is calculated; whereas Chiller 1 flow is
measured directly. The error calculation for Total Tonsis:

error = (0.0003)(208) + (0.0013)(83) =.17 tons

Since Total Tons = 208 + 83 = 292, we can express thiserror as .17/292 = 0.06%
Example:

Tower Efficiency = CT_Fans Pwr/Tot_Tons

The associated uncertainties are £2.26% and +0.03%, so we have

error = 2 0.0226x N 0.000By)

=2(0.0226 + 0.0003) =.0229z

Thus the tower efficiency error is 2.29%.

Table 3-6. Physical Point Values Assumed for Scenarios
Physical Point Values Assumed

Point Description Point Name Full Load Part Load Accuracy
Chiller 1 Chilled Water Flow CHWR1 Flw 500gpm 275gpm 0.50%
Chiller 1 Condenser Water Flow CWR1_Flw 500gpm 200gpm 0.50% *
Chiller 2 Condenser Water Flow CWR2_Flw 500gpm 200gpm 0.50% *
Chilled Water Main Flow CHWR_Main_Flw 800gpm 340gpm 0.50%
Chilled Water 2™ FlIr Coil Flow L2 CHWR_Flw 100gpm 40gpm 0.50%
Return Air Static Pressure RA_Stat Pres 5in 5in 0.30%
Supply Air Static Pressure SA Stat Pres 2in 2in 0.30%
Chiller 1 Power Chl_Pwr 160kW 100kW 1.20%
Chiller 2 Power Ch2_Pwr 75kW 75kW 1.20%
Cooling Tower Fan 1 Power CT1 Pwr 15kw kKW 3.20%
Cooling Tower Fan 2 Power CT2_Pwr 15kW 7KW 3.20%
Supply Air Fan Power SA_Pwr 60kW 30kW 1.20%
Return Air Fan Power RA_Pwr 80kW 40kW 1.20%
Chilled Water Pump 1 Power CHWPL_Pwr 10kW 5kwW 0.20%
Condenser Water Pump 1 Power CWP1_Pwr 10kw 5kwW 0.20%
Chilled Water Pump 2 Power CHWP2_Pwr 10kw 5kw 0.20%
Condenser Water Pump 2 Power CWP2_Pwr 10kW 5kW 0.20%
Whol e Building Power 1005.mainpwr 500kW 250kW 1.50%
Plug Load Riser 1 Power 1005.plgripwr 20kW 10kw 1.00%
Plug Load Riser 2 Power 1005.plgr2pwr 40kW 20kw 1.00%
Lighting Riser 1 Power i005.1gtrlpwr 50kW 25kW 1.00%
Lighting Riser 2 Power 1005.1gtr2pwr 50kW 25kW 1.00%

* Accuracy for Condenser flows at part load is 0.6%
Scenarios do not necessarily represent typical operating conditions. Actual datais recorded to 3 decimal places.
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Table 3—7. Calculated Point Accuracy

Full Load Scenario

Partial Load Scenario

Point Description Units Point Name Value Accuracy % of value| Value Accuracy % of value
CHILLER ONE

Chilled Water Temp Difference Deg F CHW1_dt 10.0 .016 5.0 .016

Condenser Water Temp Difference  |Deg F CWL1 dt 5.0 .016 2.0 .016

Chilled Water Load Tons Chl_Tons 208 .057 0.03% 57.3 .020 0.03%
Condenser Load Tons Ch1CW_Tons 104.2 .036 0.03% 16.7 .010 0.06%
Condenser Water Efficiency kWi/ton Ch1CW_kWopton 15 .019 1.23% 6.0 .076 1.26%
Chilled Water Efficiency kWi/ton Ch1_kWopton 0.8 .009 1.23% 17 .022 1.23%
CHILLER TWO

Chilled Water Temp Difference Deg F CHW2_dt 10.0 .016 5.0 .016

Condenser Water Temp Difference  |Deg F CW2_dt 5.0 .016 2.0 .016

Condenser Load Tons Ch2CW_Tons 104.2 .036 0.03% 16.7 .010 0.06%
Chilled Water Load Tons Ch2_Tons 83.3 110 0.13% 21.9 .031 0.14%
Chilled Water Flow (Chiller 2) gpm Ch2_Hw 200.0  6.000 3.00% | 105.0 3.275 3.12%
Condenser Water Efficiency kWi/ton Ch2_CWkWopton 0.9 .011 1.23% 4.6 .046 1.26%
Chilled Water Efficiency kW/ton Ch2_kWopton 0.9 .012 1.33% 4.6 .049 1.34%
COOLING TOWER

Tower Approach Temperature Deg F CT_Approach .016 .016

Total Tower Fan Power kw CT_Fans_Pwr 30.0 .960 3.20% 14.0 448 3.20%
Tower Fan Efficiency kW/ton CT_Eff 0.1 .003 3.26% 0.2 .006 3.26%
AHU

Total Conditioned Air Fan Power kw AHU_Fan_Pwr 140.0 1.680 1.20% 70.0 .840 1.20%
Mixed Air Temperature Average Deg F MA_AveDB_Temp .008 .008

Total System Static Pressure inWC Tot_System_Stat 7.0 .050 0.71% 7.0 .050 0.71%
Conditioned Air Fan Efficiency kWi/ton Fan_Eff 0.5 .006 1.26% 0.9 .011 1.26%
PUMPS

Total Pump Power kw Pump_Pwr 40.0 .080 0.20% 20.0 .040 0.20%
Pump Efficiency kW/ton Pump_Eff 0.1 .000 0.26% 0.3 .001 0.26%
SYSTEM

Total System Cooling Load Tons Tot_Tons 291.7 167 0.06% 79.2 .051 0.06%
Total System Condenser Load Tons Tot_CWTons 208.3 .071 0.03% 333 .019 0.06%
Total Cooling System Power kw Cooling_Pwr 445.0 5.540 1.24% | 304.0 3.488 1.23%
Total Cooling System Flow gpm CHW_Hw 7000  3.500 0.50% | 380.0 1.900 0.50%
Total Cooling System Efficiency kW/ton Cooling_Eff 15 .020 1.30% 38 .046 1.29%
Building Watts per Square Foot wsf main_pwr_wsf 51 .077 1.50% 2.6 .038 1.50%
Cooling Load Watts per Square Foot  |wsf cooling_wsf 45 .057 1.24% 31 .036 1.23%
Plug Load Riser Power kw Plug_Riser_Pwr 60.0 .600 1.00% 30.0 .300 1.00%
Plug Load Watts per Square Foot wsf plug_wsf 0.6 .006 1.00% 0.3 .003 1.00%
Lighting Load Riser Power kw Light_Riser_Pwr 100.0  1.000 1.00% 50.0 .500 1.00%
Lighting Load Weatts per Square Foot |wsf light_wsf 1.0 .010 1.00% 05 .005 1.00%
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Comparison of IMDS and Existing EMCS Data

One of the important issues in this research is the comparison of EMCS data with the IMDS data.
During Phase 1 we reported that building operators and engineers claimed to have O&M problems
related to the lack of information on major building systems (Sebald and Piette, 1997). They
reported problems in keeping sensors properly calibrated. Thus, the information directly available
from the EMCS was considered questionable. Temperature, humidity, and flow sensors were all
reported as problematic, with the most concern over humidity and flow sensors.

Unfortunately the comparison between data quality from the IMDS and EMCS system is limited
since there are only three points of overlap between the two systems. outside air temperature,
return air temperature, and supply air temperature. This overlap is sparser than that on typical
EMCS for this size of buildings. The EMCS in the building is a 15-year old system controlled by
a 286 PC, which is somewhat outdated for this size and type of building. EMCS data, for
example, at UC Berkeley’'s Soda Hall included chilled water supply and return temperatures,
which would have been useful to compare at this site (Piette et a., 1997). It is striking, however,
that the building operator did not have direct measurements of these values for his use in
controlling the building. We expect that the information from the IMDS will be useful for
improving the operating strategies to reduce energy use (See Section 4).

In order to compare the new IMDS sensors with the existing EMCS, we trended EMCS data and
plotted both data sets using Electric Eye. The steps to retrieve the trend logs are as follows:

1. Suspend trend log.

2. Copy binary file from floppy disk to hard disk.
3. Trandate fileto ASCII format.

4. Copy ASCII file to floppy disk.

5. Resumetrend log.

Using the data retrieved requires transferring files from the floppy to the system where the data
will be viewed and analyzed. The data format is not in a logical format and requires some
processing before it can be used. An example of an EMCS trend file is shown below:

H,HKB,SE1,0AT, 57.7 FRIMAY 081998 15:37:30
H,HKB,SE1,SAT, 625 FRI MAY 081998 15:37:30
H,HKB,SE1,RAT, 725 FRIMAY 081998 15:37:30
H,HKB,SE1,DPR, 99.1 FRI MAY 081998 15:37:30
H,HKB,ZON,Z11, 72.7 FRIMAY 081998 15:37:30
H,HKB,SE1,OAT, 574 FRIMAY 08 1998 15:38:30

It is difficult to analyze data in this format. The file size is also unnecessarily large as there are
five lines for each minute of data and information is needlessly repeated. In our case, we
developed “awk” scripts on UNIX to arrange the data in a spreadsheet format that we could import
into Electric Eye, which looks like:

date,time,oat,sat,rat,dpr,z11

5-08-98,15:38:30,57.7,62.5,72.5,72.7,57.4
5-08-98,15:39:29,57.4,62.5,72.5,72.7,57.7
5-08-98,15:40:29,57.4,62.5,72.5,72.6,57.4
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The overdl trends of the EMCS and IMDS data sets are similar; however, there are cases where
temperature readings differ by several degrees. Such differences appear to be due to differencesin
sensor placement rather than sensor accuracy. The following discussion outlines the specific
nature of these differences.

Outside Air Temperature

This is an important data point as the EMCS uses this sensor to determine when to turn on the
chillers. Placement of this sensor has been problematic. Our sensor was originally placed 18
inches from the EMCS sensor, which is located at the Northeast corner of the building, near the
supply fan intake. This was useful for comparison with the existing sensor, but initial analysis of
the data collected showed a problem with the location. A significant temperature drop was
observed when the fans were turned on, while peak temperatures were observed at nighttime when
warm reverse air left the building. Figure 3-6 shows this happening on weekdays, while weekend
temperatures more closely resemble typica outdoor air temperatures.

While the general trend in both outdoor air sensors is similar, they differ by as much as three
degrees F, suggesting that not only has the EMCS sensor been placed in a poor location but that it
is probably calibrated poorly. The EMCS sensor consistently reads higher temperatures.

A new location for the outdoor air sensor was chosen on the outside of the building, where it is
affected less by airflow. Solar gain proved to be a problem in the afternoon hours, resulting in
measured peak temperatures 10 to 20 degrees above the peak temperature recorded by a nearby
National Weather Service station. A protective shelter was installed to prevent solar gain. While
the sensor still experiences some solar influence, it is the best location available.
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Figure 3-6. Outside Air Temperaturefrom IMDS and EMCS.

3-15



Return Air Temperature

The IMDS return air sensor shows the most drastic difference from the EMCS (Figure 3-7).
While the EMCS data reflects very little change in temperature, our sensor shows daily
fluctuations. The EMCS sensor is located on the fan side of the silencers; whereas the IMDS
sensor is located by the dampers. The difference in the data appears to be a result of the difference
in the location of the sensor. The IMDS temperature appears to be strongly influence by diurnal
outdoor temperature fluctuations because it is near the outside surface of the dampers. It is aso
worth noting that this data is most comparable and relevant when the fans are in use, and less
reliable during times with no ventilation.
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Figure 3—7. Return Air Temperaturefrom IMDS and EMCS.

Supply Air Temperature

The supply air sensors for the EMCS and the IMDS are located near the supply air down shaft. In
this case, the two sensors show nearly the same trend (Figure 3-8). At nighttime, when the
temperature rises due to warm air leaving the building, the IMDS sensor reads about a degree
warmer. Daytime readings from the two sensors are nearly identical. Nighttime and weekend
readings differ by one to two degrees.
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Figure 3-8. Supply Air Temperaturefrom IMDS and EMCS.
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SECTION 4. BUILDING PERFORMANCE AND FINDINGS
FROM THE IMDS

Section 4 begins with a brief description of the building. This is followed by a discussion of
historical energy use data and the development of a baseline model against which to evaluate
future changes in energy use that result from findings from use of the IMDS. The last section
discusses the findings from the IMDS during the first few weeks of use, which includes a
discussion of energy savings opportunities identified by the research team. We note that these
are preliminary findings, subject to change upon further inspection of the IMDS data.

Pilot Site Characteristics and Historical Basaline Data

As mentioned, the building selected for the demonstration is a 100,000 sgft office building at 160
Sansome Street in San Francisco, also known as the Hong Kong Bank Building. The building is
about 30 years old, with two 200-ton chillers that are also 30 years old. Additional facts about the
building characteristics and operating patterns are described in Table 4-1 below in reference to
changesin energy use over time.

Table 4-1. Building Char acteristics and Features

Building Size 100,000 sgft

Chillers Two @ 225 tons each (centrifugal), 0.8 kW/ton at
full load

Cooling Towers Two-cells, 20 hp each

Air Handlers 100hp Supply Fan w/VFD; 75hp Return Fan
w/VFD; both at 100,000cfm

Space Heating Purchased steam

Controls 286 PC pnuematic system with limited
automation of centra plant; some occupancy
Sensors

HVAC Distribution Combination of CV and VAV systems

Lighting Combination of T-12 and T-8 lamps

In order to understand the current energy use and potential savings it iS necessary to obtain
historical energy use data. We aso collected other whole-building energy use intensities to
compare this building with others of its type. The historical data are needed to develop a baseline
to evaluate changes in energy use that may result from the use of the IMDS. The data collected
for the baseline analysis include:

Whole-Building Energy Use Comparison Data
» Described below

Energy Use Data

» Utility bills (energy and costs) for eectricity (plus monthly peak demand) and steam use
between 1991 and 1997

* Oneyear of half-hourly electricity data
Weather Data (for Regression and Climate Analysis)



* Average daily temperatures for the city of San Francisco (Kissock, 1998)
* Hourly weather data
IMDS Data

* Minute datafor the entire suite of 90 points from May, 1998 to August 1, 1998

The data collected and presented are limited to energy use data at the request of the property
manager. We do not include energy costs or rates.

Whole-Building Energy Use Comparison Data

Figure 4-1 shows that the site annual energy use intensity (EUI) is fairly typical compared with
related benchmarks. The building used 90 kBtu/sgft-yr in 1996, which consisted of 64 kBtu/sgft-
yr for electricity and 24 kBtu/sgft-yr for purchased steam. The first of the comparison data setsis
the EUI for a 100,000 sgft large office building from a Northern California simulation prototype
developed from energy analysis of 74 similar buildings (labeled CEC No.Cal, Akbari et a. 1993).
The second EUI is the west-coast large office building average from the US Department of
Energy’s Commercial Building Energy Consumption Survey (labeled CBECS-West, CBECS,
EIA 1995). The third, and most similar, is the average EUI for San Francisco office buildings
from BOMA (labeled BOM A-SF, Energy User News 1995).
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Figure4-1. Annual Site Energy Use (kBtu/sgft-yr) of Demonstration Site
and Comparison Buildings

Energy Use Data

Whole-building energy use has varied from dlightly under 80 kBtu-sgft-yr to 90 kBtu/sgft-yr over
the last six years (Figure 4-2). This variation is related to changes in building occupancy during
system upgrades. In 1994, three floors were not in use due to construction and asbestos
abatement, resulting in alower energy use. In 1996, new tenants moved in with alarge number of
employees and computers, increasing plug and cooling loads. Over the past few years, lighting
retrofits and conversion from constant volume (CV) to variable air volume (VAV) have occurred
on about half of the floors. Table 4-2 outlines some of the changes in occupancy and
construction activities in the recent operational history.



Table 4-2. 160 Sansome History

Y ear Occupancy* Construction Other Comments
Floors**

1991 2

1992 600- 800

1993

1994 200 12,9,5 Lower occupancy after
construction.  Relatively  cool
weather year.

1995 300-400 6

1996 400 17,18 Large kitchen removed

1997 500-600

* QOccupancy figures are general estimates made by the building operator.
** Construction involved complete gutting of interior and asbestos removal .
Lighting retrofits were also completed, replacing FA0/T12 lamps with T8.

Energy consumption declined once again in 1997, due to completed retrofits, increased
automation, and the installation of motion sensors and hallway tenant switches. Similar trends can
be seen in the annual maximum peak demand data (Figure 4-3). The recent peak is slightly over
6 W/sqft.

IMDS Use and Findings L ogsheet

We have asked the building operator and the on-site technical manager to complete logsheets
detailing findings made using the IMDS, shown in the appendix. They have been asked to record
information about graphs that find most useful, and to print the graphs for our records. These
logsheets will help us to learn the following the types of problems and characteristics of the
building's energy use that the operators find most interesting. We want to learn about how they
use the IMDS, addressing specific questions such as what time increments are most useful, and
what are preferred formats for viewing data. This information will help in both the technology
transfer and the automation of diagnostics described in Section 5.
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Figure 4-2. Total Annual Energy Use from 1991-1996
(Elec. Plussteam kBtu/sqft-yr)
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Figure 4-3. Annual Maximum Peak Electricity Usage (kW)

Figures 44 and 4-5 show seasonal trends in energy consumption from historical data (not the
IMDS). Figure 44 shows six years of data for each month of the year. Figure 4-5 shows the
average monthly energy use over the six-year period. We see very little change in electricity
usage over the year. One might expect an increase in electricity use during warmer months from
cooling energy. We do, however, see some temperature sensitivity of electricity use at the daily
level, as further discussed below. Steam follows the pattern one expects, with increased usage
during colder months when more heat is required.
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Figure 44 Monthly Energy Use (1991-1996).
(Thefirst 6 bars are monthly energy use for 6 Januarys from 1991 through 1996,
followed by 6 bars for Februarys, etc.)
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Figure 4-5. Average Monthly Whole-Building Energy Use
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Figure 46 shows the hourly electric load profiles for about three months (June 19 through
September 30, 1997). The load profiles show that the building is extremely regular in its usage
pattern. Nighttime energy use is extremely low. All HVAC systems and most equipment tend to
be off at night, with HVAC coming on at about 6AM. Although we do not yet have end-use data,
there appear to be four distinctive day-types that can be easily identified. First, weekends and
holidays are days with low power similar to nighttime power. (There are few nighttime and
weekend occupants; after-hour HVAC services are available at a relatively high price.)) Next,
there appear to be typica workdays that are those when the chillers are not needed. The next
higher load shape represents days when one chiller was used. Finally, the highest power days are
those when both chillers are used. These days correspond to the periods with the warmest
weather.
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Figure4-6. Hourly Electric Load Profile for 160 Sansome Str eet.

The highly regular and well-controlled building systems suggest that basic equipment scheduling
will not be where we will find energy savings. Rather, we expect that the IMDS can be used to
improve chiller and cooling tower control. We will only explore these changes after we first give
the on-site staff time to use the system without our intervention. The current outdated EMCS,
unlike most for this type of building, does not provide any information about the chilled water
supply temperature or condensing water temperature. We aso expect that the overall cooling
plant has poor efficiency (high kW/ton). We provide some examples here of the opportunities for
improving the cooling tower performance. The cooling towers are blow-through towers with
centrifugal fans, which are inherently inefficient. We will consider the savings possible with a
variable frequency drive for the tower fans. We will examine the general conditions of the cooling
tower, such as the fill water treatment and airflow rate. We will consider aternatives to the



current cooling tower operation, such as changing the fill or water treatment, or perhaps increasing
the louver area. Another possibility might be to increase the condenser flow by removing
obstructions (such as the strainer, globe and balancing valve, and orifice plates, etc.) and possibly
running two pumps to one chiller.

Weather Data and Regression Analysis

The relationship between electricity consumption and outside air temperature is a useful
characteristic of the building’s energy use profile, and will serve as a model for evaluating changes
in energy use from use of the IMDS. Daily average outside air temperature data were obtained
from a nearby Nationa Weather Service weather station through a public domain web site
(Kissock, 1998). We condensed three months of half-hour data into daily averages. A regression
of hourly temperature data against energy use is problematic because it is affected by
autocorrelation. That is, the temperature in one hour is heavily dependent on the temperature
during the previous hour. There is some auto-correlation in daily temperature data as well, but it
isnot as significant. See Piette et al, 1997 and Ruch et a, 199x for further discussion of thisissue.

Two linear regressions, one for weekends and the other for weekdays, were developed using an
analysis tool from researchers at Texas A&M known as Emodel (Kissock et al, 1994). (Weekday
and weekend energy use are dramatically different, as shown in Figure 4—6 above.) EMode was
designed to integrate data processing, graphing, and modeling of building energy use data to
determine baseline energy consumption and calculate retrofit savings, supporting ssmple linear and
change-point regression models. Results are shown in Figure 4—7. The upper regression line
represents weekday usage and the lower regression line represents weekend usage. The regression
statistics are as follows:

Fraction of the variance explained by themodel ~ R?=0.57

Adjusted R? adjR*=0.57
Measure of deviation from the model RMSE=299.35
Non-dimensional measure of deviation CV-RMSE=6.0%
Autocorrelation coefficient of the residuals p=0.49

Domain =48 - 78 (deg F)
Range = 1646 - 6573 (kWh/day)
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Figure 4—7. Electric Power vs. Outside Air Temperature (7/15/97 — 7/14/98)

An R2=0.57 represents a reasonable correlation between weather and electricity usage. Even
more important, however, is the low RMSE and CV-RMSE. We are not concerned with
predicting energy use at a given temperature; rather, we are concerned with establishing a baseline
model to estimate changes in energy use over time, which are likely to be energy savings from the
IMDS. Studies suggest that in this case the RMSE is a better indicator of goodness of fit than R®.
The baseline model will be evaluated further in the Phase 3 effort.

We attempted to determine a long-term historical relationship between weather and energy use by
comparing monthly temperature averages to our monthly energy use data. We saw little or no
correlation between electricity and monthly temperature averages. (Note there is dso little
variation in this data — San Francisco monthly temperature averages between 1991 and 1996
ranged approximately between 50 and 65 degrees Fahrenheit.) A heating slope was observed in
steam consumption data.



Operational Findingsfrom Initial IMDS Data

In this section we review results from the first few days of data collected in early May 1998.
These graphs were developed by the project team and were not initially shared with the on-site
staff because we were examining how the staff would use the IMDS on their own. These results
will be shared with them later in Phase 3. The graphs are screen shots from Electric Eye, the data
visualization software used by the on-site operator.

Whole Building and Major End-Uses. The whole-building and major end-use data provide an
overview of major operating trends (Figure 4-8). The graph shows whole-building power, total
cooling (chillers, pumps, towers, and air handlers), total lighting, and plug loads, al in area
normalized units (W/sgft). The remainder is additional miscellaneous |oads such as elevators, plus
zone fans such as variable-air-volume boxes. This most dramatic pattern is the sharp drop off of
power each day at 6:00 PM. This reflects good tracking of tenant schedules and needs. Most of
this reduction is due to effective HVAC management. Another interesting observation is that the
lighting load does not exceed 1.1 W/sgft, and the plug load is less than 0.7 W/sgft. This is
valuable information for design of new buildings or ducting systems where HVAC systems are
typically sized to meet combined lighting and plug loads greater than 5 W/sqft.
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Cooling System. The cooling system is the largest electric load for days that require cooling.
Most buildings do not have measurement systems to evaluate the cooling system thermal load or
electricity use. The IMDS allows for precise measurements of these loads. During early May the
cooling system requires 0.8 W/sgft when the cooling system is operating without the chillers
(Figure 4-9). This represents about 25% of the total load of the building. When the cooling
system is operating with two chillers the load is 1.75 W/sgft accounting for approximately 40% of
the whole-building electric load (Figure 4-10). In both cases cooling energy is equal or greater

than the lighting load.
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Cooling System and Chillers. The chillers are the heart of the cooling system. Ensuring that
they run at peak performance is critical to optimal energy use. The two chillers in the 160
Sansome building are over 20 years old and are rated at 225 tons each. During these few days the
chillers meet their specified efficiency. However, the chillers are less efficient when they operate
below 100 tons, which is less than 45% of their rated capacity (Figure 4-11). During the first
few days of monitoring (during May, 1998), the chilled water loads were well below the rated
capacity of the chillers, requiring 1 to 2 kW/ton for the mgjority of the time. A good practice
benchmark of 0.45 kW/ton is shown for reference. It is also important to examine the combined
plant efficiency. The efficiency of the combined system is twice that of the chiller, or the chiller
accounts for about half of the power of the cooling system. The tower, pumps and air handling
fans account for the other half. Any efforts to improve efficiency of the whole cooling system will
have to include those components of the system. Again a benchmark of 0.6 kW/ton for the total
plant efficiency is shown for reference. (Note that the cooling plant efficiency capping at 3.0 is an
error due to limits on the individual points, and has been corrected.)
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Figure4-11. Preliminary Cooling System Operation — Graph 1
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One dramatic finding from the monitoring was the chiller turn on time. It appears that the chiller
was coming on each morning at 7:30am for 15 minutes and then staying off for the rest of the day.
This was the result of a recent control programming change. In fact on those days, the chiller
should have never have come on at al (Figure 4-12). The chiller was coming on without any
load, which could have resulted in a major failure. The other problems shown in Figure 4-12 are
further described below.
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The IMDS also showed a problem with controlling water flow though the chillers. When chiller 1
was off, the chilled water temperature responded to chiller 2 operation (Figure 4-13). This may
be the result of chilled water was flowing through chiller 1 and that the back flow preventer or
check valve was not operating correctly. This could be corrected by service of the check valve.
This problem results in a low temperature boost across the evaporator. The chillers end up
working harder (higher kW) for the same amount of cooling (tons), resulting in a poorer efficiency
(high kW/ton). This also cuts the capacity of the chillers so the second chiller is brought on-line
sooner than needed, which also increases chilled water and condenser water pumping energy.
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Figure 4-13. Preliminary Cooling System Operation —Graph 3
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Cooling Towers. Cooling towers use a small portion of the total energy of a cooling plant.
However, their operation can have a large impact on chiller energy use. It is common to operate
towers to produce condenser water 10°F warmer than what is optimal. For each degree that the
condenser water temperature is too high, there is a 1.2% degradation in chiller efficiency.
Therefore the 10° F can be trandated into 12% efficiency improvement in the chillers. At 160
Sansome the tower is controlled to supply approximately 75° F condenser water. On the day
displayed in Figure 4-14, the wet bulb temperature averaged about 55° F, while the tower was
supplying 75° F condenser water. The chiller should be able to operate at condenser water
temperatures as low as 55 degrees (this should be re-verified with the manufacturer). This can be

corrected through changes to the central plant controls.
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Figure 4-14. Preliminary Cooling Tower Operation — Graph 1
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In addition to the high condenser water temperatures, the towers tend to cycle excessively,
creating additional wear on the tower fan motors (Figure 4-15). One remedy for this problem
would be to use variable speed drives on the tower fans. Operators could also adjust control
algorithms to increase the on/off temperature band and should definitely use both cells with one
chiller to improve the energy efficiency of the cooling plant.
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Pumps. Several interesting problems were found with the pumps. On the chilled water system,
the chilled water flow exceeded design flow by 15% (Figure 4-16). Due to the cube law of
pumping, decreasing chilled water flow to the design rate would result in a 34% reduction in
pumping energy (100[1-1/(1.15)°]). It would be simple to trim the impellers on the pump to
accomplish this. Another problem on the chilled water system was in the pressure drop across the
chiller evaporator. The design pressure drop is 5 psi while the measured pressure drop is 8 psi
(Figure 4-17). The expected pressure drop is 6.6 psi (5 * (1.15)?), indicating a possible problem
with the tubes in the evaporator; cleaning should improve this. (Notice the design and measured
pressure drop for the water through the condenser is much closer).

1 i
" = o e = g || o B e || B Tt I- = Eerged | P T o — - T ke

8 e ol IR iy | e el RRNE o o R o | R L L
] - - o
B R 11 gy Ty Al o S Swle  Feew Cn Sl Beeesd o Gmiies faew. o Bpllee Sele o meds SR o e T o |
- sl | B lll'qu-i- A R | e Lo vt o | - i - T ) | T |
e RN, ~m— B i ] | iy - - T N B - L i R
mr mrwin i
HE bl
R R

T
- Wy REEE

= o T TR

i

g ®
#|i]

Flow = 527 gpm

,.
z

R Y T e L
- o IS Y T Ty P
S e B W, N - BB i L1 .
L ] e
- ; i
IIIII - L Baahi Frm i k | i
e - . -
— moE LT ] en b EJ
s CT T L o
llllll - - LRt z = = |- ]
L m (FTL T e
b ' . ' ' - i .
] !l.F-I-yrlnrr.-IJ!l

Figure 4-16. Preliminary Pump Operation — Graph 1
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A more dramatic problem was found in the condenser water system. In chiller 2 the design flow is
615 gpm. The measured flow was 60% below the design flow (Figure 4-18). While increasing
the condenser water flow will consume more pumping energy, it will make the chillers operate
more efficiently. More flow and better heat exchange in the condenser of the chiller should
improve the chiller efficiency and reduce the energy consumed by the chiller.
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Figure 4-18. Preliminary Pump Operation — Graph 3

One additional comment on the pumps is that air was found in the pipes. Thus, when the second
chiller was brought on, the flow actually was reduced. This can be seen in Figure 4-12. This
problem is under investigation for Phase 3.
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Summary of Findings from Initial Use of IMDS. The key findings are summarized below.
During Phase 3 we will be developing estimates of the energy and other impacts of these issues.
The chiller start-up problem was by far the most severe problem, and was actually identified on
the first day of operation of the IMDS. The building operator saw Figure 4-12 in the first training
session and took immediate action to correct the problem. This problem could have caused a
major chiller failure. The operator is also aware of the tower cycling, but has not yet corrected the
problem.

Chiller Issues

e Start-up peak dueto control sequence modifications.
Implications: Could have resulted in major failure of chillersfrom no load

» Back flow through one chiller when other chiller off.
Implications. Energy waste, chillers used more than needed. causes low delta T through
chillers

Cooling Towers I ssues

* Frequent cycling
Implications. Premature failure, poor control of condenser water temperature and resulting
chiller modulation

* High condensing water temperature, plusonly one tower cell at atime
Implications. Higher than optimal chiller energy use

Pumping and Flow Issues

* Chilled water flow 15% greater than design flow
Implications. Higher pumping energy use.

* High pressuredrop on water side of the evaporator
Implications. Greater pumping energy.

* Low condenser flow (60% below design)
Implications. Poor energy efficiency

Longer-Term Energy Saving Opportunities — In addition to the lessons from the first few days
of data, we have observed several other issues in the building’s performance. The availability of
high-quality building operations data is useful to identify concepts for additional low-cost
modifications and retrofit opportunities. One of the most significant opportunities for the cooling
plant is to make better use of the cooling tower system. There appears to be a significant
opportunity to use the towers more, and run them during mild weather in place of, or before the
chillers. The towers could be used to pre-cool the building, which should result in peak demand
savings on warm days. It may be cost effective to add pre-cooling coils or use the chillers as heat
exchangers. It also appears that the air-handler silencers are larger than needed. The project team
has observed that the fans are very quiet. The silencers increase the fan pressure drop resulting in
higher energy costs. Lowering the pressure drop would also reduce the fan heat load, expanding
the opportunities for free cooling. Finally, there are additional opportunities for further reductions
in the lighting power densities, which will have the added savings from reducing the cooling load.
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SECTION 5. AUTOMATION OF DIAGNOSTICS

Overview of Diagnostic Technology and IMDS Design

Phase 1 included an investigation and evaluation of diagnostic methods, tools, and techniques for
inclusion in the current project. Our analysis considered issues such as sensor and
communications technology, bottom-up versus top-down diagnostics architecture, and the design
of temporary versus permanent systems. We also examined the status of techniques from the field
of intelligent systems (e.g., artificia intelligence, fuzzy logic, neural networks) and diagnostics
used in process control industries.

A diagnostic system comprises the components depicted in Figure 5-1. We have installed the
system in the building, with the set of sensors, data processing, and standard graphics already
specified. We are currently training the building operator to use the system and will be closely
monitoring their actions taken as a result of the system, which we expect to result in energy
savings. There are difficult tradeoffs between advancing the automation of the diagnostic systems
versus designing the system for optimal human-based diagnostics. The current emphasis in this
project is to provide reliable and easily interpreted standard performance graphs that the operator
can use for “human-based” diagnostics. The project aso includes research on automated
diagnostics, which include methods to detect faults and identify fault sources.

Automated diagnostic systems generally include model-based (e.g., simple functions, physical, or
black-box) fault detection and classifiers (knowledge or association based). The development of
automated diagnostics can be justified by the recognition that building systems are becoming more
complex over time and are difficult for the average operator to understand (Hyvarinen & Karki
1996). One study found that after a few months of strong enthusiasm, building operators lost
interest in standard energy use plots provided by a utility research project that provided detailed
energy data to building operators (Behrens & Belfer 1996). Thus, some automation of diagnostics
is needed to set alarms that can tell an operator when the diagnostic system has identified a
performance problem or deviation from normal operation. When such an alarm is sounded, the
operator can than query the standard plots to look at the nature of the problem. We have chosen to
work with the most sophisticated operators we can find, and will explore how to automate some of
their "expert diagnosis’ so that the system could be developed for a broader set of users.

— P> Building
Sendng 1 Qocessandyze P Rreent/Disdlay — P Make decision
Raw Data Decison Variables
Action 1=

Figure 5-1. Components of a Diagnostic System
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The basic architecture for the automated diagnostics has been defined and the approach for
constructing the appropriate fuzzy-logic maps has been specified. We have begun to build a
prototype of the basic routines needed to implement the system, which will use some of the
project's basic plots as test beds. The basic goal is to develop the automation part of the diagnostic
system in such away that:

» Using fuzzy detector it can alert operators to the existence of predetermined failures in such a
way that the certainty of the detection and diagnosis is clear to the operator. These
predetermined failure modes come either from the team experts or from the operators
themselves.

» It is structured to eventually be able to learn from its own experience in such a way that
operators can ask the diagnostic system how it came to its conclusion. Thisalso will involve a
fuzzy structure since such a structure can both deliver information on certainty and answer
guestions that are logical to people, such as "why did the problem occur?"

In other words, the system must first take input such as requests for information, plots, or facts
(including graphical facts). Second, it must be able to work with less than perfect evidence or
data. Ideally it will learn on its own.

Phase 2 Automated Diagnostics Development

The Phase 2 research effort has focused on two issues regarding automation of diagnostics. The
first is on tool generation. The second is to exploit experience (albeit limited) associated with the
instrumented building.

Tools

Mathematically, we are building what are called detectors. These involve dividing some space
into regions, each associated with some condition (e.g. failure or no failure). In its simplest
mathematical form, the decision problem is determination of an operator, D, which maps a data
space, X, into the set {0,1}:

D: X {0,1}, 1)

Where, for example, O implies no faillure and 1 implies a specific failure. In complex problems
like buildings, one could imagine a set of such functions, { Di}, each detecting a particular failure.
In the problems of interest in this project, X represents a space of 90 points measured once per
minute over at least ayear.

There are many ways to construct the mapping D, some extremely cumbersome to others which
are extremely ssmple. Sometimes, people give specific coordinate systems and looks for patterns
in the chiller efficiency versus load (kW/ton vs. ton) plots. Other times human insight is less
specific and the diagnosis becomes more difficult. For reasons described above, we have settled
on the fuzzy paradigm. Detecting and diagnosing failures therefore is always associated with
fitting a fuzzy patch to the data (usually some transformed form of the raw data). The fuzzy patch
yields two choices: no failure or a specific failure. These fuzzy patches are either easy or hard
depending on two elements. First is the shape of the set of points associated with either failure or
no failure. Second is the coordinate system within which the data are viewed. They are found by
optimizing some patch shape to fit the problem.



It turns out that Evolutionary programming provides an extremely powerful tool for searching for
the best solution in both of the above categories. Details of this approach are given in two papers
by Sebald and Chellapilla (1998 Part | and 1998 Part I1). A third paper is being developed for an
upcoming special issue of the IEEE Proceedings dedicated to Evolutionary Computation. All of
the underlying logic and technical details were developed in the three papers.

It is worth highlighting the significance of these results. We are pursuing a real time, automated
determination of ideal methods* to identify whether a problem has occurred. This is based on
using the detector shape with the cleanest way of capturing the desired pattern. Most important of
al, we are taking about doing this autonomously. This can be done on-line without human
intervention. Human intervention is possible if it makes sense, but not mandatory. Our goal is to
develop a system which programs itself. The system under development is intended to mimic
pattern searches already known to be useful, such as those developed in the nine standard plots. It
should also be useful autonomous, hands off learning by the machine. We have begun to apply
these tools to the specific diagnostic graphs listed in Table 3-2.

Evolving a Detector for Regionsin the Standard Chiller Plot

As atest of the procedures developed in this project, regions in the standard chiller plot shown in
Figure 5-2 were detected via evolved detectors. There are three regions shown in the figure (1)
purchase point operation, (2) correct sub capacity performance (the hyperbolic cluster), and (3)
improper performance (e.g. due to control problems). This is synthetic data used to illustrate the
concept.

Using the techniques outlined in Sebald and Chellapilla (1998 Parts | and I1), and a population size
of 50 solutions, a perfect solution (all points correctly classified) in 19 generations which requires
an extremely small amount of CPU time (and real time). This was accomplished without
parsimony constraints. The next step will be to incorporate fuzzy rather than yes/no classification
and apply it to real data.
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Figure 5-2. Detector Regionsin Chiller Efficiency Plot

4i_e. the best coordinate system
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Learning from Experience

Another important aspect of the diagnostics problem is whether or not the system can learn from
experience with limited or no help from the human operators. We have been working on
extensions to the Evolutionary methods to determine a good way to develop a self learning
capability. We are aming toward systems that can learn to diagnose problems from simple
information like a statement from the operator that a specific fault has been fixed. We would also
like the system to build inferences involving basic detection components already assembled.

The research team of Sebald and Chellapilla has direct access to the IMDS data and is using it to
perform analysis of the standard plots. They set up the IMDS software to have the full set of
features (see section entitiled, “Data Visualization Software’), and are observing the techniques
used by the project team and on-site staff to review the IMDS data. Their interest is to understand
how approach the building systems data. From what they have seen, each IMDS users has a
different mental model of how things are supposed to work and how one checks operations data.
What do you look at first, second etc.?

The collection of information from experts for incorporating into an intelligent detection and
diagnosis system can be achieved in two ways. The first is by directly interviewing the expert and
gathering first hand information. However, in most cases when using such a direct method, it may
not be possible to collect al the desired information. Typically, the expert or operator examines
facts and takes decisions on an instinct that he develops from years of experience. As aresult, he
may not be able to verbalize all the knowledge he has, but can performs detection and diagnosis
successfully through a sequence of checks when a problem appears. Further, when efficient
visualization software such as the Electric Eye is available, there might be certain charts or data
that the operator regularly checks or monitors to ensure proper functioning of the building. Thus,
monitoring the expert or operator during these processes of daily checking or monitoring and
during detection and diagnosis of problems that he finds and successfully fixes, could be an
invaluable source of information that can be incorporated into the visualization software itself or
implemented separately in an automated detection and diagnosis system.

The current software does not include the ability to store keystrokes or mouse clicks sequences.
Information on how people have used the IMDS would reduce the need for making fault trees.
Fault trees require characterizing the influence of single faults (such as a sensor out of calibration
and providing erroneous data). Next one must consider the data stream that occurs with double
faults (e.g., faulty sensor combined with fouled tubes). One needs a method to evaluate each
condition. This requires a tremendous amount of work and can be viewed as a vast space of
solutions. Such as space is quantitatively difficult to describe and hard to search. This approach
can be considered a * bottom-up” diagnostic system.

By contrast, Sebald and Chellapilla are developing a top-down system designed to be used by the
on-site staff and remote expert users. They are obtaining information on top-level building data,
such as whole-building and cooling plant data, to evaluate the overall performance. Given this
information, combined with other building characteristics and weather data, they are seeking to
develop alogical set of analytical procedures to improve energy performance. The strategy to use
more cooling tower cooling at 160 Sansome (described in the section entitiled “Operational
Findings from Initial IMDS Data’) is an example of an energy-efficiency opportunity that the on-
site staff have not considered. Thiswill be explored in more detail during Phase 3.
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SECTION 6. ECONOMIC ISSUESAND RELATED TECHNOLOGY

In this section we discuss the potential costs and benefits of the IMDS, along with how the current
system compares with emerging innovations in EMCS and related information technology for
building energy performance assurance. As discussed in Phase 1, the market for the diagnostic
system comprises suppliers and users of the products and services. The users are primarily
building owners and property managers. There are many potential scenarios for the delivery of the
products and services being explored in this project. Three likely suppliers are utilities, ESCOs,
and equipment manufacturers. Our purpose in this project is to de-mystify some of the technology
and work with the most innovative managers to help define which aspects of this type of
technology are of greatest interest and value. The current project requires a specialized research
team to specify, install, and even operate the information technology being presented and
reviewed. This will change as new, related, technology enters the marketplace. As discussed
Section 2, today we only see such technology used under specia circumstances in high-
technology and industrial buildings where owners have more stringent information management
and monitoring requirements. We know that such technology can be useful in large commercial
buildings. We don’t know, however, what the best use or optimal design of such technology is for
this newer market.

Our long-term goal is to achieve a “transformed market” where IMDS-related technologies are
available to improve energy use in commercial buildings. Market transformation research itself is
evolving to better characterize what is necessary to understand a given marketplace (Blumstein et
al, 1998). Market transformation research requires multi-disciplinary research with elements such
as cost-benefit improvements of new technologies, pilot tests, full-scale market transformation
initiatives, and evaluations of research gaps concerning the theories of how various markets
operate. The IMDS project is a research project, not a large-scale market transformation project.
It does, however, contain critical elements to inform a future strategy on information technology
market transformation given the innovation research and pilot demonstrations. The research
nature of the project must be kept in mind as we examine the potential costs and benefits of the
pilot site IMDS and future versions of the IMDS.

Some promising emerging technologies fail to become accepted in the larger marketplace despite
early interest by innovative users. Innovation researchers have encountered this phenomenon so
frequently that they describe the need for a technology to “cross a chasm” to gain broader market
acceptance (Moore, 1991). Technologies that appear promising to the innovator and early
adopters must be packaged differently before they are adopted by mainstream users. The next
phase of our research includes obtaining information from the innovative users targeted toward
determining how the technology can be modified to gain a more widespread adoption by a larger
set of users. We are in search of the unique and compelling applications that are of popular appeal
to building operators.

Costs and Benefits

Site-Specific Savings

The property managers that we have approached have al expressed a strong interest in
participating in this research. The pilot collaboration is structured as follows. The research
project’s budget covers the cost of the hardware and software at the building site. The property
management company covered the cost of the system installation. This arrangement worked fairly
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well in practice, but required some assistance from the research team in the installation process in
order to keep to the tight project schedule, as further discussed below. We have spent
approximately $63,000 for the hardware and software, including the ISDN phone line (Table 6—
1).

Table6-1. IMDS Costs

System Cost

Data Acquisition System (Enflex) $8,535
Computer System $3,938
Sensors

Cooling System $31,860

Air Handlers $5,784

Building Power $3,916

Sensor Total $41,560
Networking (ISP and 1 year of ISDN) $8,912.
Grand Total $62,945.

The cost of the installation of the instruments on the site has been self-reported by the participants
at $23,000 to $25,000. The technical managers provided the hours and subcontract labor costs.
We have used an industry standard $75 per hour for on-site labor that was provided by the
technical manager. We are suspicious that this number does not accurately represent the true
costs. We believe the managers at the building may have paid for some of the costs through
“bolting the costs’ on to other items. We will be investigating the true costs in our Phase 3 reports
but our estimate is that the costs are from 30 to 50% higher than the initial self reported figure.

A 50% increase in the system installation cost results in a total cost for hardware, software, and
instalation of about $l/sgft. As mentioned, one of the primary goals of the project is to
demonstrate the economic value of monitoring, diagnostic, and information systems to improve
operations in commercia buildings. Such information is useful to identify energy savings from
low-cost operational changes. Our target of 15% energy savings translates into about $0.30/sqft-
year for a 100,000 sqgft building consuming about $2/sgft, or $60,000/year for the pilot building.
This would offer a simple payback time of about three years. Our expectation is that the first costs
will decrease significantly as this technology becomes more commonplace, and we evaluate the
benefit of the high-quality sensors. Since high-quality sensors are a critical element of the
diagnostic system design, the Phase 3 activities will include a review of the costs, benefits and
relative value of each data point. This will also include evaluating the life-cycle costs (first costs
and maintenance costs) of such high-quality high-end sensors versus compared with lower-cost
alternatives.

The non-energy benefits of the IMDS are maor drivers for the high level of interest in this
technology. The “innovators’ we are working with recognize the general value of having high
quality information about building performance. Perhaps the primary non-energy benefit the
IMDS offers is vast improvements in data about the genera operating conditions of major
building equipment. Field studies have shown that building equipment are often not operated in
an optimal fashion. For example, it is common to find cooling towers cycling too frequently
(Piette et al., 1996). Another common problem is that equipment is often on when not needed.
Both of these examples bring about premature end of life or equipment failures. The IMDS data



may also lead to better comfort conditions and tenant satisfaction given the improved ability to
evaluate the performance of the cooling plant. These benefits will be difficult to quantify, but will
be tracked in our evaluation.

The diagnostic system meters various building systems and components to provide feedback on
building performance. The users of the system are building operators and property managers. The
project involves working with innovative experts in two ways. First, they are assisting us in
developing new technology. Second, we are using them and their peer groups to develop a
technology pull strategy by providing feedback on the technology. As mentioned, the suppliers
could be éectric utilities, other third-party experts such as ESCOs, or control companies. The
service would ideally be paid for through savings in the operating budget. It could reduce
operating costs and make tenant spaces more comfortable. It also gives the building operations
staff a choice of local or remote building diagnosis. The IMDS is prototype that takes advantage
emerging information technology, giving customers direct experience in this new field. We hope
to extend the IMDS demonstrations to additional buildings, and will be exploring modifications to
the current monitoring suite.

Statewide Energy Savings Potential

Commercial buildings currently consume about 86 BkWh/yr (or 86,000 GWh/yr in site units) of
electricity in California (CEC 1998). Approximately 17% of this total is used for cooling, with
another 10% for ventilation. Thus, cooling and ventilation are responsible for more than one-
fourth of the commercial-building electricity use.

Large office buildings (those over 30,000 sgft) account for twenty-two percent of total commercial
sector electricity use, or 19 BkWh/yr (CEC, 1998). With greater internal gains and less envelope
dependence, cooling and ventilation requirements are higher than in other building types, at 20%
and 13% of total energy use, or one-third of electricity use when combined. We have described a
target savings of 15% of total electricity use. Assuming no savings in other end-uses, this would
require reducing cooling and ventilation electricity use by 50%. Such savings are possible, though
it is aso likely that we will see energy savings in other end-uses from scheduling improvements.
Section 4 outlined several areas where we expect to achieve significant energy savings at 160
Sansome Street. The 15% savings in large office building energy use represent nearly 3 BkWh/yr
of electricity savings, worth nearly $300 M/yr. Such a target savings level could be achieved if
the technology pursued in this project is successfully developed and deployed. We also expect to
identify savings in peak electrical demand, and will conduct some analysis of these savings based
on a generic rate structure since the on-site manager wants to keep energy costs at 160 Sansome
confidential.

Related Emerging Technology

EMCS are limited in their use as performance monitoring tools, as mentioned in Section 1 (see
also Sebad and Piette, 1997). There are, however, significant efforts underway to make better use
of EMCS data and to improve the technology itself. Several examples of emerging products,
protocols, and research activities are described below. This is not a comprehensive survey of the
entire field, but is provided for to give an overview of how emerging technology and applications
compare with the IMDS.
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Accessing and Storing Data

EMCSs typically are capable of providing a wealth of building operation and performance
information, although those data have traditionally been difficult to access in a convenient and
powerful way. While it is usually possible to manually export a trend-log of point data, the
methods for exporting these data, and the data formats typically vary from manufacturer to
manufacturer, and model to model (Heinemeier, 1994). Most EMCS require that you archive the
datato disk as a separate step of the trend. Newer EMCS will allow you to select the data archival
format as a database or spreadsheet file. Even more sophisticated are real-time connections to
EMCS that archive data to a database, often using Internet technology.

Atrium. One such example of an emerging application for real-time connections to EMCS is
Atrium (Honeywell, 1998). Atrium provides a database platform for application development, to
aid in use of energy control system data, as well as providing other data services. Once exported,
these data can often be easily imported to spreadsheet programs, although the capability of these
programs to handle large amounts of data is limited.  Atrium provides an interface to gain
information from any EMCS that is compliant with the BACnet standard for EMCS
communication. BACnet has been developed by industry consensus within ASHRAE to ensure
that control systems provided by different manufacturers are capable of communicating with one
another. It is a Data Communication Protocol for Building Automation and Control Networks
(ASHRAE, Standard 135-1995). By contrast, most of today’s BMS and EMCS utilize proprietary
communications systems and expensive gateways are needed to connect them to other systems.

Atrium has a web-based public application interface, based on a published API (Application
Protocol Interface), so that applications developed by any vendor would be interoperable with
Atrium. Atrium is currently under development, and is expected to be beta-tested by the end of
1998. Severa applications have been developed, or are being currently under development, that
make use of Atrium, including severa Honeywell-developed applications--Real-Time Pricing
Control, Uptime Assurance Browser, Whole-Building Diagnostician (described below), Atrium
Browser, and Tenant Billing--as well as third-party applications (such as Enforma, Waterbury et
a, 1994). Once Version 1.0 of Atrium is available, any vendor will be able to develop
interoperable applications to make use of EMCS-collected data (Honeywell, 1998 and
Heinemeier, 1994).

Remote Monitoring and Operations. A similar effort to retrieve EMCS data using the Internet
and store it in a database has been explored at LBNL (Olken et al, 1996, Olken et a., 1998). This
effort is similar to Atrium in several respects, such as the standard database schema and interest in
aBACnet interface. The LBNL effort did not, however, include a BACnet interface because there
were few, if any, BACnet EMCS to work with when the project began in 1995. The RBMO
project centered around using Common Object Request Broker Architecture (CORBA). CORBA
ams to provide a uniform communication infrastructure for building distributed applications.
This standard and the use of other Internet networking protocols permits access to a wide variety
of low-cost hardware and software over many different media. The aim is to develop a system
architecture that will be robust and flexible, allowing a building owner to access data from
heterogeneous EMCS. They system collected severa hundred points of minute data from two
buildings.
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State-of-the Art EMCS Data Evaluation Techniques

There are only a few well-documented applications and techniques that are focused on specific
procedures to anadyze EMCS. We present a few examples to provide an overview of the status of
such technology.

Exporting EMCS Data to External Evaluation Tool. Brightbill and Rutt (1988) present an
overview of a methodology to perform simple diagnostic techniques to evaluate issues such as
leaking controls valves, simultaneous heating and cooling, economizers, and calibration problems.
They present general, simplified equations and examples of results from analysis of hourly data.
EMCS data are, however, often problematic for such analysis. The authors note: the economizer
date should "be used with caution when return air and outside temperatures are within 10° F of
each other due to the inaccuracy of each sensor.”

Whole-Building Diagnostician. A more forma anaysis tool under development examines
whole-building energy and air-handler performance (PNNL, http://aggie.pnl.gov:2080/wbd/web).
An air handler analysis is performed when the user develops prescribed trend log data to feed into
the EMCS and receives a series of graphical reports outlining potential problems with air handlers.
The whole-building energy use component trains a neural-net model to predict energy use, then
compares predicted energy use to actual, flagging significant differences. The WBD has been
designed to operate with Atrium.

Pricing Controller Software. Another example of an application design to work with EMCS
data with amost any BMS is the Pricing Controller Software (PCS) for real-time price operations
(Blanc et al., 1997). The PCS has been demonstrated at a large hotel to impact four systems: hot
water pumps, duct static pressure, supply air temperature, and fan scheduling. Nearly $12,000/yr
of energy cost savings has been estimated from one week of monitoring based on a simple
extrapolation.

Web-Based EMCS Data. At the Claremont Colleges, in Claremont, California, a web site has
been developed which provides a single interface for multiple systems. A few such sites have
been custom developed around the US. The Claremont EMCS web site is used primarily for
scheduling and control, as well as for diagnostic purposes (Moe, 1998). Maintenance personnel
routinely turn to the system to diagnose problems remotely. The system includes current-
transformers and most fans and pumps. Historical data analysis has not yet been integrated into
the system but is archived and stored in another database. Future plans include adding the
historical data as well as graphical schematics to the interface. Some of the data are stored in
collapsing trend logs, which collapse the data to smaller time-aggregation intervals after a specific
time period has passed. The origina data are collapsed to daily averages. This could be useful
when data storage is an issue. However, in the Claremont case, they would like to change the
system to archive at least one year of hourly datafrom their EMCS software.

| nteroperability and Building Life-Cycle Information Systems

Another related activity is research to develop tools and data systems that provide good decision
making in multiple phases of the building life, referred to as Building Life-cycle Information
Systems (BLISS) (Hitchcock et a, 1998, Selkowitz et al, 1996). As building systems, controls,
technology, and operations become more complex and dynamic, successful projects rely on good
decision making in design, construction, commissioning, and operations, informed by appropriate
and timely data. Successful deployment of the software technologies explored in this project is a
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major step toward achieving interoperability among building software programs. That is,
information input and output from one program can be used in another without manual re-entry.
Software interoperability allows the programs to communicate with one another, to avoid
redundant (and possibly error-prone) data entry for each tool, and to ensure more redlistic “as-
built” inputs. If these tools include a broad range of applications and span the life cycle of the
building, they will have the advantage of providing a more seamless optimization of the building
systems, from design to operation, with resulting decreased energy consumption and improved
operation and maintenance.

The BLISS effort is greatly facilitated by an important industry-based effort to improve the
capture and transferability of building information. The International Alliance for Interoperability
(A1) is a worldwide non-profit aliance of the building industry including: architects, engineers,
contractors, building owners and facility managers, building project manufacturers, software
vendors, information providers, government agencies, research labs, and universities. Its mission
is to “integrate the AEC/FM (Architecture, Engineering, Construction and Facility Management)
industry by specifying Industry Foundation Classes (IFC’s) as a universal language to improve the
communication, productivity, delivery time, cost, and quality throughout the design, construction,
operation and maintenance life cycle of buildings’ (1Al 1997). The IFC is a standard data model
specification designed to support direct sharing of data between software applications. The
relationship between building software and IFC's is analogous to BACnet and EMCS
interoperability.

Relation of Emerging Technology to IMDS

Many of the above technologies are being developed because of the recognition that EMCS data
are greatly underutilized. There are often, however, significant problems in using many of the
existing EMCS to perform the desired analysis. These problems include issues such as sensor
placement errors, lack of good calibration, and limited scope of EMCS data. By contrast the
IMDS is focused on providing a comprehensive and quantitative handle on building performance,
emphasizing the cooling equipment identified for this phase of the research. Our objective is to
collect top-level energy data, using high-quality instrumentation to push total system efficiency to
the highest economically feasible level. While on the one hand we are trying to ensure that the
building operates as intended, we are also trying to exploit the high-quality measurements and
human analysis to obtain insights from both remote experts and on-site operators to obtain optimal
energy efficiency in the entire building. The IMDS is trying to do this by measuring energy,
temperature, flow, pressures, and climatic data with greater precision and frequency than other
related systems. This system will compliment many of the emerging systems and approaches
described above. IMDS data could help to ensure that building energy performance objectives,
defined during design and retrofit activities, are met or updated. We also expect that many of the
measurement techniques, data archival systems, remote access, and analysis can be incorporated
directly into EMCS technology over time.



SECTION 7. CONCLUSIONSAND FUTURE PLANS

The primary objective of this project is to introduce state-of-the-art building monitoring and
diagnostic information systems into Class A buildings for use by sophisticated building operators.
This objective is based on our background research, which suggests that the proposed system
meets the needs of operators and that they support the system we've designed. The concept is to
deploy a permanent system to assist in continuous improvements in O&M to reduce energy use
and operating costs. Our overal goal is to work with building owners and property managers in
demonstrating the cost effectiveness of the proposed diagnostic system, thereby creating a market
demand for such technology. We hope to demonstrate that the system could be cost effective
when commercialized by the private sector. The report has presented results from the initial field
testing of the IMDS. The system includes high quality sensors, automated communications and
data management, and data visualization to diagnose building energy performance problems. In
addition, the appendices are the first step toward a specifications for a building monitoring,
diagnostics, and data-visualization system that will provide a platform for further commercial
development and provide information needed to automate the diagnosis of building performance
problems. This system is significantly different from related information technology for
commercia buildings. The demonstration project will offer unique results on the technology
preferences of innovative Class A building managers.

The system design was developed in response to the concerns the technical managers reported in
Phase 1 of the project. The technical manager’s review of the information is expected to reveal
that the technology needs to be altered and adjusted to accommodate the business reality within
which they work. Phase 2 has reported on our understanding of the innovation adoption process
used by a technical manger in a third party property management company. We find that the
technical managers rely primarily on firsthand, verifiable information from trusted sources. Little
outside persuasion is necessary, and making the decision to adopt the technology is not time
consuming. In Phase 3, we will provide a more complete model for the manager’s decision
process for both radical and routine innovations.

The prototype IMDS cost is about $1/sgft, which includes the hardware, software, ISDN line, and
installation. With a goa of about $0.30/sgft savings, we expect a payback time about about 3
years. We expect the first cost to be reduced as the technology matures. Furthermore, the non-
energy benefits may well exceed the energy savings benefits. One of the main non-energy
benefits is improvement in operations that will lengthen equipment life. Comfort improvements
and reduced maintenance costs are also expected, and will be tracked in Phase 3. Full-scae
implementation of such technology in large Californian office buildings could result in 3 GWh/yr
of savings (in electricity), worth about $300 M/yr statewide, plus additional peak demand savings.
We will continue to present these results to interested potential service providers such as utilities,
Energy Service Companies, and equipment manufacturers.

FutureWork: Phase 3

Phase 3, scheduled to begin in late summer of 1998, will encompass tracking the energy savings
that result from operating the system. We have developed a log sheet (contained in the
appendices) for the on-site staff to report on their use of the IMDS. These forms are currently
being used at the site. We will also conduct periodic interviews with the staff to evaluate what
they like and didlike about the system.
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Our early interviews with third party property managers indicated that the managers were
frustrated with conventional control systems and unlikely to change the how they operated their
buildings without more believable information. The IMDS system instaled in this phase is a
response to the needs they had expressed earlier for better quality data presented in a way that
facilitated decisionmaking. Now that the IMDS isin areal building and it is being utilized by one
of their peers, we have begun informing the larger property management community that the
technology exists and is available for review. Our intention is to use access to the technology to
gain further entry into the property management industry so that we can finalize our interviews on
the process of innovation adoption. That is, while presenting the IMDS technology to the
technical managers of other innovative companies, we will complete our adoption process study.

Another primary task within Phase 3 will be the development of a more detailed functiona
specification documenting rules and a gorithms to describe the most important faults detected with
the diagnostic system. The specification will include an electronic document to (a) describe rules
and variables used for performance assessment and diagnosis, (b) identify degradation and failure
modes and conditions associated with each mode, and (c) identify all ranges of variables used to
categorize performance. As mentioned above, the demonstration effort will continue to explore
methods to automate the diagnostics. The increased intelligence will take two forms: (1) more
automated diagnoses and (2) the beginning of a capability of the system to be self-learning (learn
from experience).

During Phase 3 we will continue with the efforts to test the hypothesis that the IMDS can save
15% of whole-building energy use by identifying opportunities to improve control, operations and
maintenance practices. Now that the system is fully operational we will conduct extensive
discussions and tours with on-site and peer building owners and operators, plus potential service
providers. The technical tours will include discussions on the development, installation, testing,
and demonstration of building performance measurement and diagnostic solutions.
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